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Artificial intelligence (AI) has become a key factor in higher education, revolutionizing both teaching methods and student learning. This study aimed to identify the perceptions of university students and professors on the use of AI in academic education. A descriptive study with a quantitative approach was conducted using the deductive method and a Likert scale questionnaire. The results revealed a predominantly low perception of AI in university teaching, with 71.5% of students and 73.1% of professors expressing skepticism about its application. Additionally, 59% of students and 65.9% of professors evaluated the impact of AI on the learning process unfavorably, indicating concerns about its effectiveness in enhancing education. Ethical and privacy considerations showed a contrast, with 84% of students displaying high confidence while 73.2% of professors maintaining moderate trust. These findings highlight a perception gap and a lack of confidence in assessing the impact of AI, emphasizing the urgent need for training programs, comprehensive policies, and evaluation methodologies. Addressing these concerns is crucial for harnessing AI’s potential in higher education and preparing students and professors for an increasingly digitized academic environment.
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1 Introduction

Artificial intelligence (AI) is a key element in the transformation of higher education, influencing both teaching methods and students’ learning experiences (Chen et al., 2020). In countries with advanced economies, AI applications have been progressively integrated into educational environments, demonstrating a potential to personalize teaching and improve learning effectiveness (Tahiru, 2021). These applications include learning platforms that adapt content according to the needs of individual learners, automated assessment systems, and AI-assisted writing tools that provide feedback on aspects such as grammar, punctuation, and style (Barrot, 2024; Holmes and Tuomi, 2022; Zawacki-Richter et al., 2019).

Research in educational AI has taken hold in academia, benefiting students, professors, and institutions (Chen et al., 2023; Hwang et al., 2020; Nemorin et al., 2023). AI has transformed traditional models toward personalized and adaptive data-driven approaches (Cota-Rivera et al., 2024). It has become a driver of innovation, transforming pedagogy, administration, student outcomes, and educational inclusion (Lee et al., 2024). Its benefits reach both students and educators (Al Dhaen, 2022).

The use of generative AI software, such as ChatGPT, Scribe, DALL-E2, and Wordtune, has increased exponentially in academia (Summers et al., 2024). However, their easy accessibility has led to debates about the impact they may have on the quality of learning in higher education (Kasneci et al., 2023; Mustofa et al., 2025). Among the most discussed aspects are the veracity of the content generated, the contribution to more effective learning, their influence on personal development, and the implications for future employability (Chan and Hu, 2023). ChatGPT was quickly adopted by the general public and reached 100 million users within the first 2 months after its public launch, making it the fastest-growing consumer app in history (Hu, 2023; Lee et al., 2024).

Society has enthusiastically embraced the advancement of AI for its ability to optimize operations and improve productivity (Bughin et al., 2018; Hashmi and Bal, 2024). Beyond the incorporation of technology, education must develop AI literacy for responsible and critical use (Tayan et al., 2024). This concept encompasses understanding AI from a technical point of view and its ethical use (Abdelghani et al., 2023; Crabtree, 2023; Dong, 2024; Hwang et al., 2023), linking to digital literacy that combines creativity, curiosity, and problem-solving (Law et al., 2018), and enables the safe use of technology in education (Antonietti et al., 2022; Paetsch et al., 2023).

Studies support the development of AI educational solutions tailored to local contexts and learners’ needs (Stöhr et al., 2024). Academia, as a center of knowledge dissemination, is analyzing the implications of AI (Hashmi and Bal, 2024), with various reactions to generative AI reflecting societal debates (Chiu, 2024). Institutional responses have been divided, with some universities choosing to ban its use due to concerns about academic ethics and potential misuse in assignments and assessments (Kelion, 2018). In contrast, other institutions have adopted a more inclusive stance, recognizing AI as an educational opportunity. A notable example is the Massachusetts Institute of Technology (MIT), which has incorporated AI into its curriculum, allowing students to experiment with its capabilities and limitations (Ackerman, 2021; Hashmi and Bal, 2024).

There is currently no comprehensive framework for integrating AI into academia (Bowles and Kruger, 2023), which necessitates a cultural evolution that recognizes and adapts AI to pedagogical approaches (Castelli and Manzoni, 2022; Cooper, 2023). This entails training in the responsible use of AI (Chiu, 2023), and the development of standards for its appropriate application (Chiu et al., 2023). In this scenario, the article analyses the perceptions of students and professors on the incorporation of AI in academic training to foster a methodological and curricular transformation. This includes the development of a regulatory framework that encourages the professor to adopt AI tools, discourages their prohibition, and promotes their ethical use.



2 Incorporation of AI in higher education

The incorporation of AI in education has been taking place for approximately 60 years and has been transforming the way we relate to our environment (Tzirides et al., 2023, 2024). The development of AI in education has increased its importance worldwide (Yao and Wang, 2024). Applications of AI technologies are present in our daily lives, especially in the context of education (Zhang and Aslan, 2021). The application of AI technology in educational settings has been considered as one of the most significant developments (Zawacki-Richter et al., 2019).

Universities must provide up-to-date learning tools that respond to the changing technological environment (Bearman et al., 2023; Lee et al., 2024). AI training will be fundamental to professional preparation (Thurzo et al., 2023), while its application can foster more equitable education (McGrath et al., 2023). Curriculum and pedagogical practices require updating in the face of this changing landscape (Thurzo et al., 2023), with particular attention to the ethical use of generative AI tools (Michel-Villarreal et al., 2023). This ethical integration enhances learning, critical thinking, and information valuation (Summers et al., 2024), contributing to capacity building (Lim et al., 2023), and facilitating personalized experiences (Summers et al., 2024) that enhance knowledge and informed decision-making (Sharma and Sharma, 2023).

University faculty tend to resist the adoption of new technologies, including AI, because of the need to transform their teaching practices (Crawford et al., 2023; McGrath et al., 2023). While some perceive it as an opportunity, others see it as a threat, especially because of the risk of it supplanting their work (Al Dhaen, 2022; Bearman et al., 2023; Lee et al., 2024; McGrath et al., 2023; Schiff, 2021; Zhai et al., 2021). In higher education, there are concerns that AI facilitates plagiarism, harms scientific output, and disseminates biased or erroneous information (Alhaidry et al., 2023; Bozkurt, 2023; Choi et al., 2023; Peres et al., 2023; Shoja et al., 2023). In addition, ethical and privacy issues arise (Crawford et al., 2023; Lodge et al., 2023). Despite these challenges, many educators are incorporating AI into their pedagogical application, and others are hesitant to integrate it (Al Dhaen et al., 2022; Choi et al., 2023; Murugesan and Cherukuri, 2023).

Many professors believe that AI still lacks precision for application in teaching and learning, as it is still in a developmental phase (McGrath et al., 2023). Adoption varies by user; for example, females report lower AI proficiency than males (Lee et al., 2024; McGrath et al., 2023), and non-native learners or learners with marked accents may have difficulty using speech recognition technologies, which affects communication (Wang et al., 2023). Given these challenges, educators must adjust teaching and assessment to optimize learning and avoid misuse of generative AI (Alhaidry et al., 2023; Pearce and Chiavaroli, 2023). To this end, it is key for universities to implement policies and promote research on the ethical implications of AI (Bearman et al., 2023). Given the constant advancement of technology, it is critical to prepare both students and faculty to meet the challenges posed by the incorporation of AI in higher education (Crawford et al., 2023).

Higher education has reacted in various ways to generative artificial intelligence (GenAI), such as ChatGPT and DALL-E (Douglas, 2023). Initially, many institutions banned it as a malpractice that should be sanctioned (Douglas, 2023). Over time, several incorporated it to enhance learning rather than limit it (Hashmi and Bal, 2024). This divide forces educators to balance the ethical use of AI with its value in professional training. As a foundation for educating ethical students and professionals, higher education faces challenges and opportunities with GenAI (Chiu, 2024). However, the current debate prioritizes policy formulation over researching the future of education. Analyze its impact on pedagogy, assessment, and learning outcomes (Chiu, 2024).

The urgency of reforming educational institutions is evident, given their fundamental role in preparing future professionals to face and thrive in a more competitive work environment. However, there is still limited analysis on how academia should be transformed to focus on the most relevant competencies in this new era of AI. This study aims to bridge that gap by providing insight into student and faculty perceptions of the use of AI in university education. Although the potential of AI to revolutionize teaching is widely recognized, it is worth questioning whether it has truly ushered in a new pedagogical paradigm. Despite advances, its integration into classrooms remains partial due to concerns about privacy and information security, lack of training, inequalities in technological access, scarcity of resources, and fear of reduced human interaction. To maximize the benefits of AI in education, it is critical to overcome these challenges through a holistic approach that combines technological innovation with ethical and pedagogical considerations.



3 Methodology

This study adopted a descriptive, non-experimental design with a quantitative approach. This methodology responds to the purpose of identifying and analyzing the perceptions of students and professors on the use of AI in university education. The method adopted was deductive, using the survey technique, applying the questionnaire on a Likert scale (1-Strongly Disagree; 2-Disagree; 3-Neutral; 4-Agree; 5-Strongly Agree). The questionnaire design was organized around six key competencies related to AI in higher education: (1) Applications of AI in teaching (Holmes et al., 2019), (2) Impact on the learning process (Zawacki-Richter et al., 2019), (3) Perceptions and attitudes of the actors involved (Huang et al., 2021; Lee et al., 2024), (4) Ethical and privacy aspects (Regan and Jesse, 2019), (5) Challenges and limitations (Akinwalere and Ivanov, 2022; Crompton and Burke, 2023); and, (6) Evaluation and measurement of impact (Hwang et al., 2020; Ouyang and Jiao, 2021). This structure, based on the existing literature and the objectives of the study, has allowed an approach to the different dimensions of the use of AI in university education, both in its practical and ethical aspects.

The survey was validated using the judgment of three experts according to the methodology, who provided their comments for a correct formulation of the questionnaire; Cronbach’s alpha was also used, where a value of 0.873 was obtained, which demonstrates a high level of reliability and internal consistency in the measurement of the study variables.


3.1 Participants

The research was conducted at the Universidad Nacional Toribio Rodríguez de Mendoza de Amazonas during the 2024-II academic semester. The survey was sent through the institutional e-mails of professors and students between August and November, with the participation of the university’s Information Technology Office. A total of 41 professors and 144 students responded to the survey. This sample reflected the distribution of students and professors in terms of gender, academic level, and area, providing a solid basis for the analysis of perceptions about the use of AI in university education (Table 1).



TABLE 1 Participant data.
[image: Table1]

Data analysis was carried out with descriptive statistical methods using the Statistical Package for the Social Sciences (SPSS), version 26. This technique allowed for an in-depth analysis of the responses, which facilitated the understanding of perceptions about the use of AI in university teaching. Frequency analysis was used to obtain a complete picture of professors’ and student’s opinions.

The results obtained from the survey on a Likert scale were transformed into three levels (high, medium, and low) to have a better interpretation of the results. For this purpose, the number of items for each competence was determined to obtain the interval between levels.




4 Results


4.1 Applications of AI in teaching

This competency refers to the knowledge and understanding of the various ways in which AI is used in the educational context, including intelligent tutoring systems, automated assessment, adaptive content, and virtual assistants for professors and students (Holmes et al., 2019). Figure 1 reflects the main applications of AI in education.

[image: Figure 1]

FIGURE 1
 Perception of AI in teaching. Data was obtained from the survey application.


The results reveal a predominantly low perception of 71.5% among students and 73.1% among professors regarding the application of AI in university teaching, suggesting a general distrust of its benefits in the educational context. This low acceptance could indicate a significant gap between the benefits of AI and the practical experiences of the participants, as well as a possible resistance to change in traditional teaching methods. The consistency in percentages between the two groups points to systemic challenges in the adoption of AI in higher education, possibly stemming from a lack of exposure to effective applications, doubts about the real ability of AI to personalize learning, or a lack of confidence in the technology to improve academic performance. These findings underline the urgent need for training and familiarization programs on AI applications in education for both students and professors and suggest that low awareness could represent a significant barrier to the successful implementation of AI technologies in the academic environment.



4.2 Impact on the learning process

This competence encompasses an understanding of how AI influences the way students acquire knowledge and skills, including personalizing learning, improving information retention, and developing critical thinking skills (Zawacki-Richter et al., 2019). Figure 2 shows how they perceive the influence of AI on the learning process.

[image: Figure 2]

FIGURE 2
 Perception of the impact of AI on the learning process. Data was obtained from the survey application.


The data show a worrying trend, 59% of students and 65.9% of professors rate the impact of AI on the learning process unfavorably. This negative perspective suggests a widespread questioning of the effectiveness of AI tools in enhancing the educational experience. The disparity between students and professors, although slight, may indicate that the former are more cautious, perhaps due to less forceful direct experiences or a greater reluctance to modify their established study methods. Participants are unaware of AI’s ability to personalize content, improve analytical reasoning, and foster autonomy in learning. This opinion could be influenced by the lack of successful experiences or by poor implementation of these technologies at the university.

This underlines the urgency of demonstrating practically and convincingly the benefits of AI in real educational contexts. In addition, they point to the possible existence of a discrepancy between the theories of these technologies and their actual implementation in university classrooms. This situation poses significant challenges for those responsible for educational innovation and technology development, who will need to address these perceptions to achieve successful integration of AI in higher education.



4.3 Perceptions and attitudes of the actors involved

This competency focuses on the ability to understand and evaluate options, expectations, and concerns of students, faculty, and administrators with the implementation and use of AI in higher education (Huang et al., 2021; Lee et al., 2024). Figure 3 shows the perceptions and attitudes of the actors involved with the implementation of AI in higher education.

[image: Figure 3]

FIGURE 3
 Perception of the attitudes of the actors involved in the use of AI. Data was obtained from the survey application.


The results show an interesting distribution in perceptions of AI in higher education, with 66.6% of students showing a medium level perception of the actors’ attitudes, while, among professors, 46.3% are also at a medium level, with 34.2% at a low level. This partial convergence at the mean level suggests a cautious but not completely negative attitude toward AI in both groups. However, the significant proportion of professors with low perception indicates greater polarization in this group. These data could reflect a combination of expectations and reservations among students, possibly due to limited but promising exposure to AI applications. On the other hand, the sharper division among professor could stem from varied experiences or concerns about how AI will affect their roles and teaching methods. This distribution underscores the need for training and practical demonstration programs that address the different perspectives and concerns of both groups, with a particular focus on allaying fears and skepticism among more reticent professors.



4.4 Ethical and privacy aspects

This competency involves understanding the ethical implications of using AI in education, including data privacy issues, equity in access and use of technology, and potential biases in AI systems (Regan and Jesse, 2019). Figure 4 presents perceptions regarding the main ethical and privacy issues related to the use of artificial intelligence in education.

[image: Figure 4]

FIGURE 4
 Perception of ethical and privacy aspects in the use of AI. Data was obtained from the survey application.


The data reveal a marked consensus in perceptions of ethical trust and privacy in the use of AI at the university level. A striking 84% of students show a high level of trust, suggesting a positive and open attitude toward the ethical application of AI in their education. On the contrary, the professor presents a more cautious stance, 73.2% show a medium level of perception, indicating a more reserved or ambivalent attitude. Surprisingly, only 19.5% of faculty perceive a high level of ethical trust and privacy in the use of AI for university professional development. This disparity between students and faculty reflects different levels of knowledge or understanding of the ethical implications of AI, or different doubts about its impact on privacy and academic integrity. The high confidence of students could be due to a greater familiarity with the technology, while faculty caution could be influenced by a greater awareness of potential ethical issues. These results indicate the need for further dialog about the ethical implications of AI in education and specific training programs for the professor to address their concerns and increase their confidence in the ethical use of these technologies.



4.5 Challenges and limitations

It refers to the ability to identify and address potential barriers to the implementation and effective use of AI in higher education, such as the digital divide, resistance to change, and constraints (Akinwalere and Ivanov, 2022; Crompton and Burke, 2023). Figure 5 provides a representation of student and faculty perceptions of the main challenges and limitations of AI implementation in higher education.

[image: Figure 5]

FIGURE 5
 Perception of the challenges and limitations in the use of AI. Data was obtained from the survey application.


The results show a significant disparity in the perception of the challenges and limitations of using AI in the university context. While the majority of students (54.2%) perceive a low level of limitations and challenges, followed by 38.9% with a medium level, professors perceive a more cautious perspective, with 43.9% perceiving a medium level of challenges and 34.1% a high level. This difference indicates that students have a more optimistic view of AI integration in their education, underestimating potential obstacles, while professors are more aware or concerned about the potential challenges of AI application in university professional development. This difference in perceptions could be attributed to different levels of exposure to the technology, different responsibilities in the educational process, or a deeper understanding by professors of the pedagogical challenges associated with integrating new technologies into the curriculum. This demonstrates the need to align expectations for the effective implementation of AI in higher education.



4.6 Evaluation and measurement of impact

This competency consists of the ability to design and apply assessment methods that effectively measure the impact of AI tools on learning outcomes, student satisfaction, and university educational efficiency (Hwang et al., 2020; Ouyang and Jiao, 2021). Figure 6 shows the perceptions of the main approaches to assessing and measuring the impact of AI tools in higher education.

[image: Figure 6]

FIGURE 6
 Perception of the evaluation and measurement of the impact of the use of AI. Data was obtained from the survey application.


The results of the evaluation and measurement of the impact of the use of AI in university education reveal a predominantly low perception among the academic community. The majority of students (61.1%) perceive a low level of assessment and measurement of impact, suggesting a lack of understanding of how the effectiveness of AI in their education is being evaluated. On the other hand, faculty show a slightly more optimistic but still cautious outlook, with 53.7% perceiving a medium level and 43.9% a low level. This distribution would reflect a greater awareness on the part of professors of evaluation efforts, although still insufficient. The absence of a structured plan for the use of AI in the university and the lack of clear mechanisms to measure its impact are factors in these low perceptions. Furthermore, the worrying overuse of AI in the university community without clear guidance suggests an urgent need to develop comprehensive policies and strategies for the implementation and evaluation of AI use in the academic environment, thus ensuring a more systematic and beneficial approach for the entire educational community.




5 Discussion

The results of the study reflect a predominantly low perception of the application of Artificial Intelligence (AI) in university education, with 71.5% of students and 73.1% of professors expressing a low perception of its advantages. These results are consistent with the statements of Lee et al. (2024) and Arowosegbe et al. (2024), who also observed a very generalized distrust toward the educational value of AI at the university level. This similarity in percentages between students and faculty suggests that resistance to AI in higher education is a phenomenon that transcends roles within the institution. This degree of perception could be rooted in a combination of factors, such as lack of exposure to successful examples of AI applications, concern about the loss of the human dimension in education, and fear of the loss of traditional teaching and learning techniques.

This cautious attitude may be related to the concerns noted by Chen et al. (2023) and Holmes and Tuomi (2022) about academic integrity and ethical issues associated with the use of AI in education. The potential for AI to facilitate plagiarism or impair the authenticity of academic work is a prominent concern. Furthermore, as García-Chitiva et al. (2024) and Chung (2024) point out, the lack of appropriate support and training for effective AI applications may contribute to these negative perceptions. This training gap not only affects the technical capacity to use AI tools but may also aggravate fears and misunderstandings about their potential impact on the quality of education. The absence of clear institutional guidelines and policies on the ethical use of AI in academic contexts may also be fueling this mistrust.

The study revealed a negative evaluation of the impact of AI on the learning process by both students and professors. These results are consistent with the statements of Damasevicius and Sidekerskiene (2024) and Sathish et al. (2023), who highlight uncertainty and lack of consensus among faculty on best practices related to AI technological advances in higher education. This lack of consensus may be due to the rapid evolution of AI technologies, which exceeds the ability of educational institutions to develop and implement consistent policies and practices. In addition, the difference in higher education disciplines and methods complicates the adoption of a homogeneous approach to AI integration.

Furthermore, concerns expressed by study participants about the potential for AI to generate inaccurate information and evade plagiarism detection systems meet the warnings of Vasudevan et al. (2024) about the challenges posed by the use of tools such as ChatGPT in educational settings. These concerns are not unfounded, as generative AI, while advanced, can still produce erroneous or biased information. The speed with which these tools can generate convincing text poses significant challenges to methods of assessing and verifying the authenticity of student work. This highlights the need to develop new assessment strategies and teaching methods that foster critical thinking and information synthesis skills.

The distribution of perceptions of AI in higher education, showing a trend toward a medium level among both students and faculty, reflects a cautious but not completely negative attitude. This finding is in line with the findings of Alfarsi et al. (2020) and Alzahrani (2023), who stress the need for more research to address the challenges and improve the levels of acceptance of AI among educators and students. This middle ground suggests that there is an open path for education and demonstration of the potential benefits of AI in education. It also indicates that, while there are reservations, there is also an openness to the possibility that AI can improve educational processes if applied appropriately and ethically.

Lee and You (2024) and Quinde et al. (2024) also highlight the importance of understanding these perceptions in developing effective applications of AI in educational settings. In this regard, the work of Kim et al. (2024) on student-AI interaction provides an example of how student attitudes toward AI can influence the effectiveness of AI-based interventions. This study highlights the importance of taking into account individual differences and students’ attitudes when designing and implementing AI solutions in education, suggesting that a personalized approach, taking into account students’ prior attitudes and skills, could be more effective than a uniform implementation of AI in all educational contexts.

Importantly, in line with Hashmi and Bal (2024) and Chiu (2024), the emergence of generative AI, such as ChatGPT, has created both opportunities and challenges for the traditional model of education. The study highlights the need to address concerns, provide adequate support, and foster awareness among educators and students about the capabilities and limitations of AI to ensure its effective integration into the learning environment. This involves not only technical training in the use of AI tools but also education about their ethical implications, limitations, and potential to transform teaching and learning processes. In addition, it is essential to develop clear regulatory frameworks and ethical guidelines for the use of AI in higher education that address concerns about privacy, equity, and academic integrity.

Regarding the use of AI in university education, students and decent students express their distrust about the positive impact, which reflects a general distrust in its educational value (Arowosegbe et al., 2024; Lee et al., 2024; Quinde et al., 2024). Although some participants use AI tools in teaching roles and recognize their potential for improvement, there are concerns about academic integrity, ethical issues, and adequate training for effective implementation (Chung, 2024; García-Chitiva et al., 2024; Lee et al., 2024; Lee and Shim, 2024). While the potential of AI to improve learning experiences is recognized, the results show that a significant part of the university community remains hesitant to adopt AI as a pedagogical strategy, highlighting the importance of addressing concerns and providing comprehensive support to foster a more positive perception and effective integration of AI tools in higher education.

The data reveals a worrying trend in which students and professors express a negative evaluation of the impact of AI on the learning process. This sentiment is supported by findings that highlight the ambiguity and lack of consensus among teaching staff regarding best practices related to recent technological advances in AI within Higher Education (Damasevicius and Sidekerskiene, 2024; Sathish et al., 2023; Supelette, 2023). Additionally, the ChatGPT study highlights potential challenges, such as the risk of generating inaccurate information and evading plagiarism detection systems, which could contribute to unfavorable perceptions of AI in education (Vasudevan et al., 2024). These results underscore the importance of addressing concerns, providing appropriate support, and increasing awareness among educators and students about the capabilities and limitations of AI to ensure its effective integration into the learning environment.

The distribution of perceptions of AI in higher education stands out as a medium level of perception among both students and professors, indicating a cautious, though not entirely negative, attitude toward AI in both groups. This finding is consistent with the existing literature on AI adoption in education, which highlights the need for further research to address challenges and improve acceptance levels among educators and students (Alfarsi et al., 2020; Alzahrani, 2023; Lee and You, 2024; Quinde et al., 2024). Understanding these perceptions is crucial to developing effective AI applications in educational settings, taking into account factors such as students’ drawing skills and attitudes toward AI to tailor AI interventions that effectively support learning processes (Kim et al., 2024).

The results of the research, together with the existing literature, suggest that a holistic approach is needed to ensure the success of AI in higher education by addressing ethical concerns, providing appropriate training, and developing strategies for integrating AI in a way that does not replace human interaction in the educational process. This will require a coordinated effort to co-create solutions that harness the potential of AI while preserving the core values of higher education, involving academic institutions, technology developers, educators, and students. In addition to technological progress, there is also a need for cultural and educational change, preparing students for a future in which interaction with artificial intelligence is integrated into many aspects of professional life and the workforce.



6 Conclusion

The results show that, with notable differences between students and professors, there is a generally low or cautious perception of the use of artificial intelligence (AI) in higher education. While undergraduates are more optimistic, professors are more apprehensive regarding their application and effects on learning. The need to develop more robust training programs and assessment methods is highlighted by this gap in perceptions.

By balancing the optimism of students with the practical concerns of professors, the study highlights the importance of a balanced approach to integrating AI into higher education. This approach aims to facilitate the exchange of ideas and experiences on the use of AI in learning and to promote a deeper dialog among all stakeholders in the university environment. The alignment of expectations and the development of a shared vision could lead to an ethical and effective implementation of AI while respecting core educational values. In addition to maximizing AI’s benefits in the academic setting, such a holistic strategy will better prepare the university community for the challenges and opportunities that the digital age brings to higher education.

No guidelines or rules exist for using AI in higher education, creating a regulatory and operational vacuum. To ensure responsible and effective implementation, higher education institutions need to develop comprehensive regulatory frameworks that address ethical, pedagogical, and technical aspects.

To identify best practices and standards in different academic contexts, the study suggests conducting a comparison between universities on the use of AI. They also recommend developing specific ethical policies for each educational program that address issues of privacy, equitable access, algorithmic transparency, and academic integrity.

Similarly, an integration of AI that respects the particular principles and goals of each discipline would be ensured by the development of specific ethical policies for each educational program. These policies should address issues like privacy, equity in AI access and application, algorithmic transparency, and maintaining academic integrity. Implementing these recommendations would help create a robust and adaptive framework for using AI responsibly and efficiently in academia.
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Professor (n = 41)

ency Percentages

Sex
Male 31 75.6%
Female 10 24.4%

Age
31040 10 24.4%
411050 16 39.0%
511060 1 26.8%
611070 4 9.8%

Academic degree

Bachelor 1 24%

Master's degree 18 5.9%

Doctor 2 53.7%
Job title

Graduate 17 415%

Engineer 2 293%

Lawyer 1 24%

Economist 2 4.9%

Doctors 5 122%

Counter 4 9.8%
Years of service

1010 6 14.6%

111020 18 43.9%

211030 14 34.1%

30 to more 3 7.3%
Faculty

Faculty of Economic and 2 293%

Administrative Sciences

Faculty of Medicine 1 24%

Faculty of Civil and Environmental 4 9.8%

Engineering

Faculty of Health Sciences 6 14.6%

Faculty of Archeology and 5 122%

Anthropology

Faculty of Zootechnical Engineering, 5 122%

Agribusiness, and Biotechnology

Faculty of Engineering and 3 7.3%
Agricultural Sciences

Faculty of Education and 2 49%
Communication Sciences

Faculty of Systems Engineering and 2 4.9%
Electrical Mechanics

Faculty of Law and Political Sciences 1 24%
Students (n = 144)
Sex
Female 3 15.8%
Male 78 54.2%
Age
171020 77 53.5%
21t025 50 34.7%
261030 L 6.3%
31 or more 8 5.6%
Faculty
Faculty of Economic and 81 56.3%

Administrative Sciences

Faculty of Medicine 4 28%
Faculty of Civil and Environmental n 7.6%
Engineering

Faculty of Health Sciences 13 9.0%
Faculty of Archeology and 4 28%
Anthropology

Faculty of Zootechnical Engineering, 13 9.0%

Agribusiness and Biotechnology

Faculty of Engineering and 7 49%
Agricultural Sciences

Faculty of Education and 1 07%

Communication Sciences

Faculty of Systems Engineering and 8 5.6%

Electrical Mechanics
Faculty of Law and Political Sciences 2 1.4%

Data was obiained from the survey application.
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