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The increasing complexity of career decision-making, shaped by rapid technological 
advancements and evolving job markets, highlights the need for more responsive 
and data-informed post-diploma guidance. Machine learning (ML), a core 
component of artificial intelligence, is gaining attention for its potential to support 
personalized educational and career decisions by analyzing academic records, 
individual preferences, and labor market data. Despite growing interest, research 
in this field remains fragmented and methodologically diverse. This scoping review 
maps the application of ML in post-diploma guidance by examining the types of 
models used, data sources, reported outcomes, and ethical considerations related 
to fairness, privacy, and transparency. A systematic search of Scopus and Web of 
Science was conducted, with the final search completed on December 31, 2023. 
Twenty-one studies met the inclusion criteria, primarily employing supervised or 
mixed-method ML techniques to develop recommendation systems or predictive 
models. While several contributions report positive technical performance, evidence 
on educational effectiveness and user impact is limited. Ethical concerns such 
as bias, opacity, and limited explainability are acknowledged but not consistently 
addressed. The findings point to the need for more rigorous empirical research, 
greater methodological transparency, and the integration of educational perspectives 
to ensure that ML-based systems for career guidance are used responsibly and 
with clear added value.
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1 Introduction

1.1 Rationale

The rapid evolution of technology and the shifting demands of the labor market have made 
career decision-making increasingly complex for students. The 21st-century job landscape is 
characterized by the decline of traditional occupations and the emergence of new professions, 
raising concerns about students’ ability to make informed educational and professional choices 
(Rojewski and Hill, 2017). Unequal access to higher education opportunities further 
compounds these challenges, particularly for students with limited access to career guidance 
resources (Billett et al., 2022).

OPEN ACCESS

EDITED BY

Kiran Deep Singh,  
Chitkara University, India

REVIEWED BY

Laura-Diana Radu,  
Alexandru Ioan Cuza University, Romania
Jenniffer Sobeida Moreira-Choez,  
State University of Milagro, Ecuador

*CORRESPONDENCE

Flavio Manganello  
 flavio.manganello@cnr.it

RECEIVED 18 February 2025
ACCEPTED 07 May 2025
PUBLISHED 30 May 2025

CITATION

Manganello F, Rasca E, Villa A, 
Maddalena A and Boccuzzi G (2025) Machine 
learning for post-diploma educational and 
career guidance: a scoping review in 
AI-driven decision support systems.
Front. Educ. 10:1578979.
doi: 10.3389/feduc.2025.1578979

COPYRIGHT

© 2025 Manganello, Rasca, Villa, Maddalena 
and Boccuzzi. This is an open-access article 
distributed under the terms of the Creative 
Commons Attribution License (CC BY). The 
use, distribution or reproduction in other 
forums is permitted, provided the original 
author(s) and the copyright owner(s) are 
credited and that the original publication in 
this journal is cited, in accordance with 
accepted academic practice. No use, 
distribution or reproduction is permitted 
which does not comply with these terms.

TYPE  Review
PUBLISHED  30 May 2025
DOI  10.3389/feduc.2025.1578979

https://www.frontiersin.org/journals/education
https://www.frontiersin.org/journals/education
https://www.frontiersin.org
http://crossmark.crossref.org/dialog/?doi=10.3389/feduc.2025.1578979&domain=pdf&date_stamp=2025-05-30
https://www.frontiersin.org/articles/10.3389/feduc.2025.1578979/full
https://www.frontiersin.org/articles/10.3389/feduc.2025.1578979/full
https://www.frontiersin.org/articles/10.3389/feduc.2025.1578979/full
https://www.frontiersin.org/articles/10.3389/feduc.2025.1578979/full
https://www.frontiersin.org/articles/10.3389/feduc.2025.1578979/full
mailto:flavio.manganello@cnr.it
https://doi.org/10.3389/feduc.2025.1578979
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/education#editorial-board
https://www.frontiersin.org/journals/education#editorial-board
https://doi.org/10.3389/feduc.2025.1578979


Manganello et al.� 10.3389/feduc.2025.1578979

Frontiers in Education 02 frontiersin.org

Despite ongoing efforts to improve career decision-making 
frameworks, students often lack structured pathways to guide their post-
diploma choices, underscoring the need for more effective support 
systems (McKenzie et al., 2017). Machine learning (ML) has emerged as 
a promising tool in this context, offering data-driven, personalized 
career guidance. By analyzing academic records, sociodemographic 
data, and personal preferences, ML models have demonstrated their 
ability to support decision-making processes in education, particularly 
in personalizing learning experiences and predicting academic success 
(Basu et al., 2019; Fernandes et al., 2023; Rusdi et al., 2023; Wu et al., 
2020). However, research on the application of ML in post-diploma 
guidance remains fragmented, necessitating a systematic exploration of 
existing studies to understand its role, limitations, and potential impact.

This scoping review systematically maps the existing literature on 
ML applications in post-diploma guidance. It identifies the types of 
models employed, the data sources used, and the outcomes achieved 
while also addressing ethical and practical challenges such as fairness, 
privacy, and transparency in automated guidance systems. By analyzing 
current research and identifying gaps in the field, this review aims to 
inform the development of ML-driven career guidance tools and 
highlight key considerations for their responsible implementation.

Given the emerging nature of this field and the diversity of 
methodologies employed in existing studies, a scoping review was 
selected as the most appropriate approach. Unlike systematic reviews, 
which focus on assessing the quality of evidence, scoping reviews provide 
a broad overview of a research area, making them particularly suited to 
topics with evolving methodologies and interdisciplinary applications 
(Tricco et al., 2018). By synthesizing available knowledge, this review 
offers insights for researchers, educators, and policymakers, supporting 
future research and the responsible adoption of ML in career guidance.

1.2 Objectives

The research questions for this scoping review were structured 
using the Population, Concept, and Context (PCC) framework (Peters 
et  al., 2020; Pollock et  al., 2023) to ensure a systematic and 
comprehensive approach. In line with Joanna Briggs Institute (JBI) 
guidelines, this framework refined the objectives and established clear 
eligibility criteria. It provided a structured basis for defining the review 
focus, guiding the search strategy, and determining inclusion and 
exclusion criteria, ensuring a transparent and replicable methodology.

The PCC framework is particularly suited for scoping reviews, as 
it enables a structured yet flexible formulation of research questions, 
essential for mapping broad and heterogeneous fields (Arksey and 
O’Malley, 2005; Levac et al., 2010). Unlike systematic reviews, which 
require narrowly defined questions and strict inclusion criteria, 
scoping reviews aim to capture the breadth of existing literature, 
identify gaps, and inform future research (Westphaln et al., 2021). The 
PCC framework supports this goal by explicitly delineating key study 
dimensions. Table 1 summarizes its primary elements as applied to this 
study, while Table 2 provides a detailed breakdown of each component.

By categorizing the research question into population, concept, 
and context, the study ensured methodological coherence and clear 
eligibility criteria. This scoping review systematically mapped the 
research landscape, analyzed the role of machine learning (ML) in 
post-diploma guidance, and identified knowledge gaps. The following 
research questions were formulated based on the PCC framework:

	•	 RQ 1: What types of ML models are used in post-diploma guidance, 
and what are their specific applications? This question explores 
various ML models, such as neural networks, decision trees, and 
support vector machines, and their uses in personalized 
educational and career guidance.

	•	 RQ 2: What data sources are utilized in ML models for post-
diploma guidance? This question identifies data sources like 
academic records, sociodemographic information, personal 
preferences, and standardized test scores, and their contributions 
to model effectiveness.

	•	 RQ 3: What outcomes have been reported in studies applying ML 
models for post-diploma guidance? This question assesses 
outcomes such as improved decision-making, prediction of 
academic success, career path optimization, and personalized 
recommendations to evaluate ML model effectiveness.

	•	 RQ 4: What challenges and ethical considerations are associated 
with using ML models in post-diploma guidance? This question 
explores challenges like data quality, ethical issues, model 
transparency, privacy concerns, and adaptability to local contexts 
in educational settings.

2 Methods

2.1 Protocol and registration

The protocol for this scoping review was developed in advance 
following the Preferred Reporting Items for Systematic Reviews and 
Meta-Analyses Extension for Scoping Reviews (PRISMA-ScR) 
framework (Tricco et  al., 2018) which ensures methodological 
transparency and consistency across eligibility criteria, search 
strategy, data extraction, and synthesis. The protocol guided the 
systematic mapping of ML applications in post-diploma career 
guidance and supports the identification of key themes and gaps in 
the literature. It was registered using the Generalized Systematic 
Review Registration Form on Open Science Framework (OSF) and 
is publicly available at: https://osf.io/vxyzg.

2.2 Eligibility criteria

To ensure the relevance and methodological rigor of this 
scoping review, a set of clearly defined inclusion and exclusion 
criteria was established in alignment with the research focus. These 

TABLE 1  PCC framework table for the scoping review.

Component Description

Population High school graduates, university students, educators, 

academic administrators, and policymakers involved in 

post-diploma guidance.

Concept Application of ML models for post-diploma guidance, 

including types of ML models, data sources, outcomes, 

and challenges.

Context Educational settings such as high schools, colleges, and 

universities; various geographic and socio-economic 

contexts; technological and ethical considerations.
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criteria were developed to guarantee that the selected studies were 
consistent with the objective of investigating ML applications in 
post-diploma educational and career guidance, while maintaining 
academic reliability.

Studies were included if they examined the use of artificial 
intelligence techniques, specifically ML, deep learning, or neural 
networks, in support of career guidance, university selection, or 
related decision-making processes. The focus had to be explicitly on 
post-diploma guidance, particularly in relation to transitions 
toward higher education or professional pathways. Eligible studies 
targeted high school graduates, university students, educators, or 
policymakers involved in post-secondary decision-making. To 
ensure scholarly quality, only peer-reviewed journal articles, book 
chapters, conference proceedings, and review papers 
were considered.

Studies were excluded if they did not specifically address AI or ML 
in the context of educational or career guidance. Articles unrelated to 
decision-making processes in education, non-peer-reviewed sources, 
and those not published in English were also excluded.

2.3 Information sources

The search strategy for this scoping review was conducted using 
two academic search engines, Scopus and Web of Science (All 
Database). These databases were selected due to their comprehensive 
indexing of peer-reviewed literature across multiple disciplines, 
ensuring broad coverage of relevant studies on machine learning 
applications in post-diploma career guidance.

To maximize inclusivity, no time frame restrictions were applied, 
allowing the review to capture all pertinent studies published to date. 
The last search was conducted on December 31, 2023, ensuring that 
the review reflects the most recent research available at the time of 
data collection.

The literature search was limited to published, peer-reviewed 
sources and did not include grey literature, direct author contacts, or 
manual searches of reference lists. This decision was made to maintain 
a focus on rigorously vetted academic contributions while ensuring 
consistency in methodological quality.

2.4 Search strategy

To ensure transparency and reproducibility, a structured search 
strategy was implemented across two academic databases: Scopus and 
Web of Science (WoS).

For Scopus, the TITLE-ABS-KEY field was used to retrieve studies 
containing relevant keywords in the title, abstract, or keywords 
section. The search string combined terms related to artificial 
intelligence, machine learning, deep learning, and neural networks 
with those associated with career guidance, university selection, and 
post-secondary decision-making.

For WoS, the TS (Topic Search) field was applied, ensuring that 
both titles and abstracts were searched for the same set of keywords, 
maintaining consistency between databases and optimizing retrieval 
of relevant literature while minimizing irrelevant results.

No filters or language restrictions were applied to maximize 
inclusivity. The full search strategy, including exact search strings and 
the number of records retrieved from each database, is provided in 
Table 3 to allow for full replication of the search process.

2.5 Selection of sources of evidence

The bibliographic search conducted in Scopus and Web of 
Science (WoS) retrieved 144 and 39 records, respectively. Following 
the completion of database searches, all records were exported in 
CSV format and compiled into a shared Microsoft Excel document 
for screening.

To ensure a rigorous and standardized selection process, 
duplicate entries were identified and removed, leaving 148 unique 
records for initial assessment. A team of four researchers 
independently screened the titles and abstracts of each article based 
on the predefined eligibility criteria. A calibration exercise was 
conducted before screening began to ensure consistency in the 
selection process. Studies were retained if they received at least 75% 
favorable votes from the reviewers. In cases of disagreement, 
inclusion decisions were resolved through discussion and consensus 
among the research team. This process resulted in a selection of 50 
studies for full-text evaluation.

TABLE 2  Detailed PCC table for the scoping review.

PCC elements Details

Population 	•	 High school graduates making decisions about further education or careers.

	•	 University students choosing between continued education and entering the workforce.

	•	 Educators and academic administrators providing guidance on post-diploma options.

	•	 Policymakers developing policies to support educational and career decision-making.

Concept 	•	 Use of ML models for personalized guidance.

	•	 Types of ML models: neural networks, decision trees, support vector machines, etc.

	•	 Data sources: academic records, sociodemographic information, personal preferences, standardized test scores, etc.

	•	 Outcomes: improved decision-making, prediction of academic success, optimization of career paths, personalized recommendations.

	•	 Challenges: data quality, ethical considerations, model transparency, privacy concerns, adaptability to local contexts.

Context 	•	 Educational settings: high schools, colleges, universities.

	•	 Geographic contexts: various regions and countries with different educational systems.

	•	 Socio-economic contexts: diverse backgrounds and conditions affecting students’ access to guidance and resources.

	•	 Technological context: integration of advanced technologies like AI and ML in educational guidance.

	•	 Ethical context: considerations of equity, transparency, accountability, and privacy in the use of ML for educational guidance.
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2.6 Data charting process

A data charting form was developed in Microsoft Excel to 
systematically extract information relevant to the research 
questions. The form was designed to capture key study 
characteristics, including publication details, study design, data 
collection methods, sample characteristics, ML methodologies, and 
study focus.

To ensure consistency and reliability, a calibration exercise was 
conducted before full data extraction, allowing the research team to 
refine the form based on an initial set of studies. Four researchers 
independently charted the data from each study, and any discrepancies 
were resolved through discussion and consensus.

The charting process was iterative, with periodic team discussions 
to address inconsistencies, clarify categorizations, and refine the 
extraction framework. Revisions to the charting form were made as 
needed to improve clarity and ensure all relevant variables were 
consistently recorded.

The final consolidated dataset provided a structured and 
comprehensive foundation for analysis, ensuring that key insights on 
the application of machine learning in post-diploma guidance were 
systematically captured and reported.

2.7 Data items

To systematically map the scope of ML applications in post-
diploma guidance, data were extracted on key study characteristics. 
Publication details included author, year of publication, and 
country of origin. Study characteristics encompassed research 
design, methodological approach, and the primary focus of 
the study.

Information on data collection methods was recorded, 
identifying the types of data sources used, such as surveys, academic 
records, digital footprints, user interaction data, and qualitative 
sources, including interviews and focus groups. Population 
characteristics were documented, including sample size and 
participant profiles, to provide insights into the scope and 
representativeness of each study.

The primary focus of each study was classified based on its 
application within post-diploma career guidance. Additionally, 
details on ML methodologies were extracted, distinguishing 
between supervised, unsupervised, and mixed-method 
approaches, as well as specific algorithmic techniques applied in 
the studies.

2.8 Critical appraisal of individual sources 
of evidence

A formal quality assessment was not conducted, as this scoping 
review aimed to map the existing literature rather than evaluate 
study validity or risk of bias (Tricco et al., 2018). Given the emerging 
nature of ML in post-diploma guidance, prioritizing breadth over 
appraisal ensured the inclusion of diverse sources, including 
conference proceedings, which often capture cutting-edge 
developments. Applying strict quality criteria could have excluded 
relevant exploratory studies, limiting the review’s scope. Instead, 
transparency in selection and methodology was maintained to 
provide a comprehensive overview of current research and gaps in 
the field.

However, a descriptive reflection on the methodological features 
of the included studies was carried out to support the interpretation 
of findings. This reflection was informed by dimensions inspired by 
established evaluation frameworks such as the Newcastle-Ottawa 
Scale (Wells et al., 2000), including the representativeness of the study 
sample, clarity in the documentation of data sources and 
preprocessing, consistency and appropriateness of evaluation 
procedures, and the extent to which studies controlled for relevant 
variables or reported interpretability measures.

The results of this reflection are presented in the section describing 
the critical appraisal within sources of evidence and are intended to 
support future methodological improvements in this area of research.

2.9 Synthesis of results

To systematically analyze and categorize the findings of this 
scoping review, we employed a qualitative content analysis approach 
(Elo and Kyngäs, 2008). A deductive framework was applied, 
structuring data extraction around eight predefined categories aligned 
with the PCC framework.

The extracted data were synthesized based on key dimensions of 
ML applications in post-diploma guidance, including the types of ML 
models used, their methodological characteristics, and their specific 
applications in career and university decision-making. Additionally, 
data on dataset types, impact on student choices, emerging trends, and 
challenges (including ethical considerations) were documented.

To ensure consistency and transparency, we  also recorded 
publication details (author, year, country), study characteristics 
(design, data collection methods), and population characteristics 
(sample size, degree level).

TABLE 3  Databases and search strings used.

Database String used

Scopus TITLE-ABS-KEY ((“artificial intelligence” OR “machine learning” OR “deep learning” OR “neural networks”) AND (“professional guidance” OR 

“vocational guidance” OR “career guidance” OR “guidance in university” OR “university decision” OR “college decision” OR “college choice” OR 

“university choice” OR “college enrollment choice” OR “preparing for college” OR “choose a college” OR “choosing a university” OR “choosing a 

college” OR “career interest” OR “occupational choice” OR “occupational guidance”))

WoS TS = ((“artificial intelligence” OR “machine learning” OR “deep learning” OR “neural networks”) AND (“professional guidance” OR “vocational 

guidance” OR “career guidance” OR “guidance in university” OR “university decision” OR “college decision” OR “college choice” OR “university 

choice” OR “college enrollment choice” OR “preparing for college” OR “choose a college” OR “choosing a university” OR “choosing a college” OR 

“career interest” OR “occupational choice” OR “occupational guidance”))
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The results are presented using a structured narrative synthesis, 
supported by Table 4, which maps the analyzed categories to each 
research question. This structured approach enhances clarity and 
facilitates the identification of patterns and gaps in the literature.

3 Results

3.1 Selection of sources of evidence

A total of 183 records were retrieved through database searches 
(144 from Scopus and 39 from Web of Science). After removal of 
duplicates, 148 unique records remained for screening.

During title and abstract screening, 98 studies were excluded for 
not meeting the eligibility criteria, leaving 50 full-text articles for 
further assessment. At this stage, 29 studies were excluded due to 
reasons such as lack of direct relevance to ML in post-diploma 
guidance, insufficient methodological detail, or focus on 
non-educational contexts. No studies were excluded due to lack of 
accessibility, as all full texts were available.

To further clarify how these criteria were applied at this stage, 
we  include several illustrative examples of excluded studies. These 
include works that, while addressing educational or vocational guidance 
using AI-related or data-driven methods, did not meet the operational 
definition of machine learning adopted in this review. For example, 
Lahoud et al. (2023) proposed a hybrid recommender system based on 
ontologies and case-based reasoning, but without any form of model 
training or adaptive learning. Paterson and Guerrero (2023) focused on 
student retention using traditional statistical methods such as logistic 
regression and discriminant analysis, with only superficial references to 
ML. Tenison et al. (2023) applied structural topic modeling for college 
recommendation, a probabilistic approach that does not fall within the 
scope of machine learning. Finally, Kleshinski et al. (2009) used neural 
networks to predict medical exam performance, but in a context 
unrelated to post-diploma educational or career transitions. These 
examples illustrate how the inclusion and exclusion criteria were applied 
to ensure consistency in both methodological and thematic scope.

The final selection comprised 21 studies, forming the core body 
of evidence for this scoping review. Figure 1 presents a PRISMA flow 
diagram, outlining the full study selection process, including the 
number of records retrieved, screened, assessed for eligibility, and 
excluded at each stage, along with the reasons for exclusion. This 
structured approach ensures transparency and reproducibility in 
study selection.

3.2 Characteristics of sources of evidence

Key characteristics of the included studies are summarized in 
Supplementary Table 1, providing an overview of the methodological 
approaches, data sources, and ML applications in post-diploma 
guidance. The table details each study’s author, year of publication, 
country of origin, research design, data collection methods, sample 
characteristics, ML techniques, and study focus to ensure a 
comprehensive synthesis of the literature.

The temporal distribution of the included studies is illustrated in 
Figure 2. The earliest study dates to 2002 (González and DesJardins, 
2002), with a gradual increase in publications observed from 2016 
onward (e.g., Gupta et al., 2016; Najdi and Er-Raha, 2016). A more 
consistent presence appears between 2019 and 2023 (e.g., Alghamdi 
et al., 2019; Kiselev et al., 2020a; Dawson et al., 2021; Chekalev et al., 
2022; José-García et al., 2023), although the overall number of studies 
remains relatively limited. Despite some variability across years, the 
linear trend (R2 = 0.5173) indicates a moderate upward trajectory in 
research activity. This pattern reflects a growing, albeit still emerging, 
interest in AI-supported and immersive technologies applied to post-
diploma educational and career guidance.

The dominant study design involved the development and 
evaluation of AI-based systems, with the majority of studies 
focusing on system implementation and effectiveness (e.g., 
Alghamdi et al., 2019; Goyal et al., 2023; Kiselev et al., 2020a; Kolhe 
et al., 2023; Lutfiyani and Arifin, 2019). One study conducted a 
comparative analysis of ML methods applied to student application 
data (González and DesJardins, 2002). Two studies proposed 
theoretical models for the application of AI in guidance (El Haji and 
Azmani, 2020; Jimenez-Raygoza et  al., 2019). Additionally, one 
study reported on the development and implementation of a 
decision support system (Chekalev et  al., 2022), while another 
presented an implementation and validation study (Najdi and 
Er-Raha, 2016). A further study employed a multi-method and 
mixed-method approach to explore AI support in study planning 
(Westman et al., 2021), illustrating the methodological diversity 
within the field.

Data collection methods varied across studies. Surveys and 
questionnaires were employed in several studies, including those by 
Sapare and Beelagi (2021), Alghamdi et al. (2019), and José-García 
et  al. (2023), highlighting the importance of user feedback in 
evaluating guidance systems. Academic and performance records 
were used by Lutfiyani and Arifin (2019), Vignesh et al. (2021), and 
Gupta et al. (2016) to inform predictive models. Digital footprint and 

TABLE 4  Pre-defined categories analyzed for each Review Question in the scoping review.

Review questions (RQ) Categories analyzed

RQ 1: What types of ML models are being used for post-diploma guidance, and what 

are their specific applications?

	•	 Mapping the use of ML in predicting post-diploma choices

	•	 Analysis of ML methodologies used

	•	 Impact on university decision-making processes

RQ 2: What data sources are utilized in the application of ML models for post-diploma 

guidance?

	•	 Definition of datasets used in the structured learning of an ML algorithm

RQ 3: What outcomes have been reported in studies applying ML models for post-

diploma guidance?

	•	 Evaluation of the impact of ML on student decisions

	•	 Identification of trends and future prospects

RQ 4: What challenges and ethical considerations are associated with the use of ML 

models in post-diploma guidance?

	•	 Exploration of challenges and limitations

	•	 Ethical and social considerations
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user interaction data were applied in studies such as Kolhe et  al. 
(2023), Kiselev et al. (2020a, 2020b), and Suvon et al. (2022). Data 
from educational platforms were utilized in Peker et al. (2017) and 
Dawson et al. (2021). Interviews and focus groups were employed in 

Najdi and Er-Raha (2016) and Westman et  al. (2021), offering 
qualitative insights into system implementation and user perception.

The studies exhibited varied sample sizes, ranging from small 
cohorts, such as 64 university and high school students (José-García 

FIGURE 1

PRISMA flow diagram outlining the screening process, including reasons for exclusions and final sources of evidence.

FIGURE 2

Publications by year with linear trendline and R2 value.
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et al., 2023), to large datasets, including over 25,000 students with 
approximately 150,000 applications (Gupta et al., 2016) and more than 
8 million job advertisements (Dawson et al., 2021). This variation 
reflects different research scopes, where large-scale datasets support 
broader generalizability, while smaller samples allow for more context-
specific or exploratory analysis.

Regarding ML applications, eleven studies focused on university 
and career recommendation systems (e.g., Alghamdi et  al., 2019; 
Chekalev et al., 2022; El Haji and Azmani, 2020; Goyal et al., 2023; 
Huang, 2022; Jimenez-Raygoza et  al., 2019; Kiselev et  al., 2020a; 
Kiselev et al., 2020b; Kolhe et al., 2023; Lutfiyani and Arifin, 2019; 
Peker et al., 2017). Two studies examined the prediction of admission 
to academic programs (Gupta et al., 2016; Suvon et al., 2022), while 
one investigated job retention using labor market data (Dawson et al., 
2021). One study assessed the likelihood of student application to 
specific institutions (González and DesJardins, 2002), and another 
addressed academic performance prediction (Sapare and Beelagi, 
2021). Additional studies focused on skill-market compatibility (José-
García et al., 2023), student clustering (Najdi and Er-Raha, 2016), and 
study planning support (Westman et al., 2021). Finally, one study 
classified career guidance questions based on Holland’s typology 
(Zahour et al., 2019).

Mixed ML approaches, combining supervised and unsupervised 
techniques, were employed in nine studies (e.g., Alghamdi et al., 2019; 
Chekalev et al., 2022; Goyal et al., 2023; Kolhe et al., 2023; Lutfiyani 
and Arifin, 2019; Vignesh et al., 2021). Supervised learning was used 
in eight studies (e.g., Dawson et al., 2021; González and DesJardins, 
2002; Gupta et al., 2016; Jimenez-Raygoza et al., 2019; Kiselev et al., 
2020a, 2020b; Sapare and Beelagi, 2021; Suvon et  al., 2022). 
Unsupervised learning was identified in three studies (José-García 
et al., 2023; Najdi and Er-Raha, 2016; Peker et al., 2017). These results 
suggest a prevalent reliance on hybrid approaches to benefit from the 
strengths of both predictive accuracy and pattern discovery.

These findings highlight the diversity of ML applications, 
methodological approaches, and data sources employed in the context 
of post-diploma guidance. Supplementary Table 1 provides a detailed 
overview of each study, ensuring transparency and supporting 
comparative analysis. In particular, the columns “ML algorithm 
families” and “Target” allow for a clear mapping between the types of 
machine learning models adopted and their specific educational or 
guidance-related applications.

3.3 Critical appraisal within sources of 
evidence

A descriptive reflection on the methodological quality of the 
included studies revealed substantial variability across key dimensions. 
In terms of sample representativeness, several studies relied on large 
and well-documented datasets, such as González and DesJardins 
(2002), who analyzed ACT score senders from cohorts exceeding 
20,000 students, and Gupta et al. (2016), who processed over 150,000 
graduate applications. In contrast, other contributions such as 
Alghamdi et al. (2019) and Chekalev et al. (2022) used small-scale or 
pilot data with unclear recruitment procedures, and some, like El Haji 
and Azmani (2020), did not involve empirical samples at all.

Regarding data source transparency, most studies clearly 
described their inputs and variables, particularly those using 

institutional records (e.g., José-García et al., 2023; Suvon et al., 2022) 
or publicly available corpora. However, several system prototypes and 
student-led implementations (e.g., Goyal et al., 2023; Vignesh et al., 
2021) reported their datasets only partially or lacked detail on data 
origin and structure.

Preprocessing procedures were also unevenly reported. While 
advanced studies such as Dawson et  al. (2021) and Kiselev et  al. 
(2020b) implemented structured pipelines involving normalization, 
feature engineering, and dataset balancing, others provided little to no 
information on preprocessing (e.g., Jimenez-Raygoza et  al., 2019; 
Sapare and Beelagi, 2021), limiting reproducibility and 
model transparency.

Evaluation methods ranged from basic internal performance 
metrics to sophisticated validation protocols. For example, Gupta et al. 
(2016) and Zahour et al. (2019) employed multiple models, cross-
validation, and statistical comparisons, whereas several conceptual 
contributions (e.g., Lutfiyani and Arifin, 2019; El Haji and Azmani, 
2020) did not report any model evaluation or implementation results.

Control for potential confounding variables was limited overall. 
Some studies incorporated demographic or academic controls to 
improve robustness (e.g., González and DesJardins, 2002; José-García 
et al., 2023), but most, particularly those using unsupervised or rule-
based systems (e.g., Najdi and Er-Raha, 2016; Kolhe et al., 2023), did 
not address this aspect.

Finally, model interpretability remains an underexplored 
dimension. Although a few contributions discussed feature 
importance (e.g., Suvon et al., 2022) or visual outputs (e.g., José-García 
et al., 2023), the majority of studies relied on black-box algorithms 
without explaining decision processes (e.g., Goyal et al., 2023; Kiselev 
et  al., 2020a), raising concerns about the transparency and 
accountability of ML systems applied to educational guidance.

3.4 Synthesis of results from sources of 
evidence

The analysis of the 21 contributions included in the final corpus 
reveals a common interest in the development and application of ML 
algorithms and AI techniques in career and academic guidance. The 
corpus showcases a variety of approaches and methods employed to 
tackle the challenges associated with choosing an educational path or 
professional career.

Many studies focus on the development of recommendation 
systems, fuzzy logic, and ML techniques to assist students in making 
informed decisions about university courses and career paths. These 
systems integrate factors such as students’ interests, competencies, and 
previous educational achievements, as well as unconventional sources 
like social media profiles. For example, Peker et al. (2017) discuss a 
fuzzy logic-based career guidance system called WEB-CGS, while 
Lutfiyani and Arifin (2019) propose a rule-based expert system based 
on the Case-Based Reasoning method. In Vignesh et al. (2021), the 
authors develop a decision-support tool using clustering algorithms 
based on students’ skill assessments.

Other studies explore predictive analysis and supervised ML 
models to forecast academic success, course admissions, or career 
choices. These models utilize historical data and latent variables to 
offer personalized predictions and guidance based on student profiles. 
For instance, González and DesJardins (2002) use artificial neural 
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networks to predict application behavior, while Suvon et al. (2022) 
employ decision tree and random forest models to predict the 
likelihood of Bangladeshi students gaining admission to foreign 
universities. Similarly, Kolhe et al. (2023) experiment with synthetic 
datasets to model employability scenarios and optimize 
recommendation performance.

Several contributions examine the enhancement of the 
educational experience through AI and ML, including the 
development of intelligent chatbots and the integration of AI in 
student training. For instance, José-García et  al. (2023) present a 
career guidance system using ML and network visualization, while 
Goyal et al. (2023) develop an AI-powered conversational assistant 
tailored to Indian students transitioning from school to university. In 
another case, Jimenez-Raygoza et al. (2019) propose a digital guidance 
ecosystem incorporating predictive models and student profiling, 
although it remains at the conceptual stage.

Additionally, some studies focus on analyzing demographic 
factors and external influences on educational choices, such as gender, 
social background, and labor market trends. For example, the study 
by Gupta et al. (2016) examined how student profiles and institutional 
features influenced admission decisions, explicitly including 
demographic factors such as socioeconomic background and country 
of origin. Dawson et al. (2021) used labor market data and national 
skills surveys to model the alignment between graduate competencies 
and employer demands, thus integrating external socioeconomic 
trends into their ML approach. Similarly, Kiselev et  al. (2020b) 
analyzed digital footprints and personality typologies to support 
value-based identity development among Russian students.

The following sections provide a detailed overview of the results, 
organized according to the four review questions and the 
corresponding categories used for analysis. Each section addresses 
specific aspects of the application of ML models in post-diploma 
guidance, including the types of models used, the data sources utilized, 
the reported outcomes, and the challenges and ethical considerations 
associated with their use. This structured approach ensures a 
comprehensive understanding of the current state of research in 
this field.

4 Types of ML models for 
post-diploma guidance

4.1 Mapping the use of ML in predicting 
post-diploma choices

From the analysis of 21 studies in the corpus, a significant trend 
emerges in leveraging the power of data and ML to guide and predict 
students’ post-diploma choices in higher education.

From the point of view of the final objective of the individual 
applications, the following main categories could be identified:

	•	 Classification of career guidance questions,
	•	 Compatibility between skills and market demand,
	•	 Identification of student clusters,
	•	 Prediction of academic performance,
	•	 Prediction of admission to academic programs,
	•	 Prediction of job retention,
	•	 Probability of student application to specific institutions,

	•	 Recommendation of university or career choices,
	•	 Support for study planning.

The stacked bar chart in Figure  3 visualizes the frequency of 
different ML methods used for various research targets. Each bar 
represents a target, with sections indicating the frequency of ML 
methods (Supervised, Unsupervised, Mixed). A combination of 
Supervised and Unsupervised approaches (indicated as Mixed 
methods) is mainly used for the challenging task of providing 
“Recommendation of university or career choices,” while supervised 
methods are common for “Prediction of academic performance,” 
“Prediction of job retention,” and “Classification of career guidance 
questions.” Unsupervised methods are used for “Identification of 
student clusters” and “Compatibility between skills and market 
demand.” Cases where the ML paradigm was not specified were 
excluded from the graphical representation.

Most of the studies analyzed aim for the challenging goal of 
providing students with a suitable recommendation towards academic 
and professional paths. For example, Peker et al. (2017) present a fuzzy 
logic-based career guidance system. Similarly, Vignesh et al. (2021), 
Chekalev et al. (2022), and Jimenez-Raygoza et al. (2019) describe the 
development of ML-based decision support systems to optimize the 
choice of study paths and professional careers. In this context, an 
interesting trend is the integration of AI with civic education, as 
illustrated in Huang (2022), where a career guidance system for 
university students integrates artificial intelligence and civic education.

Another large set of studies focuses on a different and more 
specific task, that is predicting students’ (or professionals’) behavior 
and performance in specific contexts – being it their applications to 
institutions or their academic or professional career. These types of 
tasks are well-suited to be tackled with supervised ML models trained 
with historical data. For example, González and DesJardins (2002), 
models trained on students’ performance records to predict student 
behavior in the university application process. Similarly, studies like 
Gupta et al. (2016) and Suvon et al. (2022) explore different SML 
models trained on similar data help applicants evaluate their chances 
of admission to graduate programs. Another task suited for 
supervised ML is the classification of survey questions within the 
well-known RIASEC categories defined by Holland (Nauta, 2010). 
Two studies (Kiselev et al., 2020b; Zahour et al., 2019) address this 
task with tree-based algorithms (Catboost) and neural networks, 
respectively.

Other studies focus on more unsupervised types of tasks, such as 
evaluating the level of match between skills and market demand (José-
García et  al., 2023), or the identification of student clusters with 
similar academic behavior (Najdi and Er-Raha, 2016).

Finally, a few studies, such as Peker et al. (2017) and Westman 
et al. (2021), explore the use of AI to provide timely and integrated 
guidance in daily learning activities.

4.2 Analysis of ML methodologies used

The 21 studies analyzed demonstrate a wide use of ML or, more 
broadly, data-driven techniques and algorithms to guide students’ 
decisions regarding higher education.

Among supervised learning algorithms, tree-based algorithms 
represent the most widely used algorithm family, in many cases due 
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to the intuitive logic behind their decision process, which makes them 
among the most explainable models within the SML panorama. In 
particular, the basic Decision Tree (DT) algorithm emerged as the 
most frequently utilized method, appearing in six studies. Random 
Forest (RF) followed with four occurrences, while more powerful 
boosting approaches such as XGBoost, CatBoost and Adaboost appear 
in total in 5 studies. The latter methods are widely appreciated for the 
combination of explainability and prediction performance. Dawson 
et al. (2021), for instance, demonstrate the effectiveness of XGBoost 
to accurately predict occupational transitions based on labor market 
data, after training on historic examples of occupational transitions.

Another widely employed class of algorithms is the family of 
Artificial Neural Networks (ANN), and in particular fully connected 
architectures (often referred to as Multilayer Perceptrons, MLP), 
appearing in four studies. This indicates a growing interest in neural 
network approaches, due to their ability to obtain accurate predictions 
on complex classification or regression tasks, when provided with 
large numbers of training examples. In the work of Huang (2022), for 
instance, neural networks are used to design the recommendation 
module for employment units, helping to match students with suitable 
job opportunities.

Support Vector Machines (SVM), featuring in four studies, and 
Generalized Linear Models such as Logistic Regression, are often 
presented in parallel to other supervised approaches (RF, ANN, etc.). 
It is indeed common practice within a ML development pipeline to 
test several models, usually starting from the simplest ones, and select 
those performing best in the specific task at hand. For example, 
González and DesJardins (2002) use artificial neural networks to 
predict student behavior and academic performance, demonstrating 
the superiority of these techniques over more traditional statistical 
methods, such as logistic regression. Gupta et al. (2016), compare the 
performance of Logistic Regression, Random Forest, Adaboost and 
SVMs with different kernel functions in predicting admission to 
higher education programs.

Unsupervised approaches appear to be used especially for the 
identification of groupings within data, with K-Means Clustering 

featuring in two studies, and Louvain Community Detection 
Algorithm used in one study (José-García et  al., 2023) to detect 
subcommunities within a wider network.

Fuzzy Logic was used in three studies, often combined with other 
techniques like graphical models or clustering, highlighting its 
versatile application in knowledge representation and reasoning. 
Case-Based Reasoning (CBR) and Nearest Neighbor Algorithm were 
noted in mixed approaches, emphasizing instance-based learning’s 
role in these studies.

Figure  4 illustrates the frequency of different ML algorithm 
families employed across various targets in the 21 studies analyzed. 
The stacked bar chart showcases a diverse range of ML algorithms, 
highlighting the tailored approaches researchers take to address 
specific problems within educational and career guidance systems.

4.3 Impact on university decision-making 
processes

Many studies (Alghamdi et  al., 2019; Chekalev et  al., 2022; 
Dawson et  al., 2021; El Haji and Azmani, 2020; González and 
DesJardins, 2002; Goyal et al., 2023; Gupta et al., 2016; Huang, 2022; 
Jimenez-Raygoza et al., 2019; Kiselev et al., 2020a; Kiselev et al., 2020b; 
Kolhe et al., 2023; Lutfiyani and Arifin, 2019; Najdi and Er-Raha, 2016; 
Peker et al., 2017; Sapare and Beelagi, 2021; Suvon et al., 2022; Vignesh 
et al., 2021; Westman et al., 2021; Zahour et al., 2019) indicate how 
ML can be  used to optimize the admission process and student 
guidance. Institutions can leverage these technologies to provide more 
accurate and personalized recommendations, thereby improving 
student experience and satisfaction.

ML algorithms enable universities to analyze large datasets to 
identify trends and patterns in student behavior. This can help 
institutions predict future needs and plan resources and services more 
effectively. For example, studies like González and DesJardins (2002), 
Zahour et  al. (2019), José-García et  al. (2023), and Kiselev et  al. 
(2020a) demonstrate the utility of ML in understanding student 

FIGURE 3

Frequency of ML paradigms by target.
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preferences and behaviors, which can inform strategic planning and 
policy development.

The analysis of student data through ML allows universities to 
tailor educational offerings to the preferences and needs of students. 
This can increase the effectiveness of education and improve student 
success and retention rates. Studies such as Peker et al. (2017), Vignesh 
et al. (2021), and Chekalev et al. (2022) highlight how personalized 
recommendations and predictive analytics can enhance student 
outcomes by aligning educational pathways with individual aspirations 
and abilities.

5 Data sources in ML applications

5.1 Datasets used in the structured learning 
of an ML algorithm

The analysis of the 21 studies regarding the types of data (i.e., 
datasets) used in the structured learning of ML algorithms reveals the 
heterogeneity and complexity of the datasets employed, as well as their 
significance in influencing the learning and effectiveness of 
the models.

Various studies, such as Chekalev et al. (2022), El Haji and Azmani 
(2020), Goyal et al. (2023), Gupta et al. (2016), Huang (2022), Jimenez-
Raygoza et al. (2019), Kiselev et al. (2020b), Kolhe et al. (2023), Sapare 
and Beelagi (2021), and Suvon et  al. (2022), use detailed data on 
students that include academic aspects, sociodemographic 
information, career preferences, and standardized test performances. 
These data allow ML algorithms to learn and predict students’ post-
diploma choices with greater accuracy. For example, Sapare and 
Beelagi (2021) and Suvon et al. (2022) employ academic records and 
admission exam scores. In the latter case, the authors report that data 
cleaning, normalization, SMOTE oversampling, and feature selection 
were essential to improve classification performance and reduce bias 
in predictions.

Some studies, such as Alghamdi et  al. (2019), Dawson et  al. 
(2021), González and DesJardins (2002), José-García et al. (2023), 
Kiselev et al. (2020a), Lutfiyani and Arifin (2019), Najdi and Er-Raha 
(2016), Peker et al. (2017), Vignesh et al. (2021), and Zahour et al. 
(2019), focus on specific data such as academic evaluations, skills, 
career interests, and digital footprints. These data are essential for 
providing personalized recommendations and effectively training ML 
models. For example, González and DesJardins (2002) use 
information on 40,000 students, including scores and course 
preferences, while José-García et al. (2023) analyze data from job 
advertisements and the O*NET database to connect student skills 
with labor market demands.

In the study by Gupta et al. (2016), the authors emphasize that the 
performance of the applied models, including ensemble learning and 
EM-based clustering, improved significantly when training was 
conducted on data that had been thoroughly preprocessed. Their 
dataset of over 150,000 applications was cleaned, normalized, and 
structured to maximize predictive accuracy and ensure generalizability 
across different institutional profiles.

The effectiveness of ML models in educational and career 
guidance is therefore strongly influenced by the availability and quality 
of structured data. When such data are incomplete, unbalanced, or 
poorly documented, the accuracy and reliability of the 
recommendations generated may be compromised, with potential 
implications for equity and relevance.

6 Reported outcomes of ML models

6.1 Evaluation of the impact of ML on 
student decisions

ML has a significant impact on the educational and professional 
decisions of students. While these technologies offer advanced 
predictive analytics and personalized guidance, it is essential to 

FIGURE 4

Frequency of ML algorithm families by target.
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consider the importance of student autonomy and balance between 
data-driven advice and individual choices.

Numerous studies (Alghamdi et al., 2019; Chekalev et al., 2022; El 
Haji and Azmani, 2020; Goyal et al., 2023; Gupta et al., 2016; Huang, 
2022; Jimenez-Raygoza et al., 2019; José-García et al., 2023; Kiselev 
et al., 2020a; Kiselev et al., 2020b; Kolhe et al., 2023; Lutfiyani and 
Arifin, 2019; Peker et al., 2017; Sapare and Beelagi, 2021; Vignesh 
et al., 2021) reveal a positive impact of ML on student decisions. These 
technologies provide personalized recommendations based on 
in-depth analysis of students’ skills, interests, and preferences, thus 
facilitating more informed and strategically advantageous decisions. 
For example, Chekalev et al. (2022) use recommender systems to help 
students choose appropriate academic and professional paths. 
Additionally, José-García et  al. (2023) and Kiselev et  al. (2020b) 
provide a visual representation of how students’ skills align with job 
roles in the IT sector, enhancing awareness of their abilities.

Some studies, such as Dawson et  al. (2021), González and 
DesJardins (2002), Najdi and Er-Raha (2016), Suvon et al. (2022), 
Westman et al. (2021), and Zahour et al. (2019), do not provide a 
direct assessment of the impact of ML technologies on student choices 
but imply that such technologies can play a useful role in providing 
targeted and personalized guidance.

However, some studies also highlight potential negative 
implications, such as the possibility of excessive reliance on ML 
predictions, which could limit students’ spontaneity and freedom of 
choice (Kiselev et al., 2020b; Kolhe et al., 2023). This aspect requires a 
balance between the use of ML technologies and the ability to make 
autonomous decisions based on personal and 
contextual considerations.

6.2 Identification of trends and prospects

The exploration of trends and prospects for the use of ML in post-
diploma guidance reveals an evolving landscape, with potential 
innovative applications and significant impacts on students and 
educational institutions.

Studies such as Chekalev et al. (2022) and Kiselev et al. (2020a) 
suggest a shift towards more integrated and complex ML systems that 
can handle heterogeneous and high-dimensional data. This indicates 
a trend towards more sophisticated and personalized recommendation 
and guidance systems.

Peker et al. (2017), Vignesh et al. (2021), Westman et al. (2021), 
and Kolhe et al. (2023) highlight the growth potential of ML in career 
guidance. An increase in the use of these systems is expected to 
personalize guidance and tailor educational paths to individual 
student needs.

As discussed in Zahour et  al. (2019), there is potential for 
integrating ML with sentiment analysis from social media. This can 
enhance the classification of questions and student interests, offering 
more targeted and personalized guidance.

According to José-García et al. (2023), ML could evolve to analyze 
the skills required in the labor market, helping students visualize 
personalized career paths. This approach is crucial for aligning 
education with labor market needs.

Many studies (Alghamdi et al., 2019; Dawson et al., 2021; El Haji 
and Azmani, 2020; Goyal et al., 2023; Gupta et al., 2016; Huang, 2022; 
Jimenez-Raygoza et  al., 2019; Kiselev et  al., 2020b; Lutfiyani and 

Arifin, 2019; Najdi and Er-Raha, 2016; Sapare and Beelagi, 2021; and 
Suvon et al., 2022) indicate that there will be an expansion in the use 
of advanced ML techniques such as neural networks, deep learning, 
and more sophisticated clustering methods. These methods can lead 
to more accurate predictions and personalized advice.

7 Challenges and ethical 
considerations in ML usage

7.1 Exploration of challenges and 
limitations

While ML offers potential benefits in guiding students in their 
educational and professional choices, it is essential to address 
technical, ethical, and practical challenges to ensure that such systems 
are effective, fair, and respectful of student privacy and autonomy.

Some studies (Alghamdi et  al., 2019; Chekalev et  al., 2022; 
Dawson et al., 2021; El Haji and Azmani, 2020; Goyal et al., 2023; 
Gupta et al., 2016; Huang, 2022; Jimenez-Raygoza et al., 2019; José-
García et al., 2023; Kiselev et al., 2020a; Kolhe et al., 2023; Najdi and 
Er-Raha, 2016; Sapare and Beelagi, 2021; Suvon et al., 2022) highlight 
the need to manage large amounts of data and the complexity of ML 
models such as neural networks. Challenges like the cold-start 
problem (impacting recommender systems during their initial phase), 
and data sparsity (poorly populated datasets) are common. The 
necessity to continuously update models with new data to maintain 
their relevance and accuracy (Alghamdi et al., 2019; Huang, 2022; 
Jimenez-Raygoza et  al., 2019; José-García et  al., 2023; Sapare and 
Beelagi, 2021) is an ongoing challenge. Managing heterogeneous 
datasets and ensuring data reliability (Kiselev et al., 2020b; Kolhe et al., 
2023; Najdi and Er-Raha, 2016; Suvon et  al., 2022) are 
additional complications.

The need to adapt ML systems to the specific needs of students 
and local contexts (Dawson et al., 2021; El Haji and Azmani, 2020; 
Peker et al., 2017; Vignesh et al., 2021; Westman et al., 2021) presents 
practical challenges. Some studies (González and DesJardins, 2002; 
Lutfiyani and Arifin, 2019) do not specifically address ML challenges 
but imply the need to consider the adaptability and applicability of 
models in different contexts.

Understanding and interpreting ML models (González and 
DesJardins, 2002; Gupta et al., 2016) is often complex, particularly 
when dealing with “black box” models that do not offer 
transparency in their decisions. The lack of a uniform definition of 
variable importance and sensitivity to initial choices in models 
(Najdi and Er-Raha, 2016) limits the effectiveness and reliability 
of predictions.

7.2 Ethical and social considerations

The reflection on ethical and social considerations in the use 
of ML technologies for post-diploma guidance is crucial. Many 
studies (Alghamdi et al., 2019; Chekalev et al., 2022; Dawson et al., 
2021; El Haji and Azmani, 2020; González and DesJardins, 2002; 
Goyal et  al., 2023; Gupta et  al., 2016; Huang, 2022; Jimenez-
Raygoza et al., 2019; José-García et al., 2023; Kiselev et al., 2020a; 
Kiselev et al., 2020b; Kolhe et al., 2023; Lutfiyani and Arifin, 2019; 
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Najdi and Er-Raha, 2016; Peker et al., 2017; Sapare and Beelagi, 
2021; Suvon et al., 2022; Vignesh et al., 2021; Westman et al., 2021; 
Zahour et al., 2019) highlight the need to ensure that ML models 
are free from prejudices and biases, especially when used for 
decisions that influence students’ academic and professional 
futures. The representativeness and impartiality of the data are 
crucial to ensure fairness in the recommendations provided. In 
this regard, algorithmic fairness emerges as a central concern. 
Models trained on non-representative datasets risk reinforcing 
existing inequalities, particularly when sensitive variables such as 
gender, socioeconomic status, or geographical location are not 
adequately considered.

Transparency in ML models is fundamental to ensuring the 
trust of users and stakeholders. These studies emphasize the 
importance of accountability in decisions generated by ML systems, 
particularly when they influence significant life paths. The absence 
of explainability mechanisms in black-box systems may limit users’ 
understanding of how outcomes are produced, which in turn can 
affect the perceived legitimacy of automated recommendations. 
This becomes especially critical when ML-based systems are 
deployed among vulnerable groups, such as students from 
underrepresented backgrounds or those with limited access to 
human guidance services.

The management of students’ personal data and their privacy is a 
critical ethical concern. Many studies (Alghamdi et al., 2019; Chekalev 
et al., 2022; Dawson et al., 2021; El Haji and Azmani, 2020; González 
and DesJardins, 2002; Goyal et al., 2023; Gupta et al., 2016; Huang, 
2022; Jimenez-Raygoza et al., 2019; José-García et al., 2023; Kiselev 
et al., 2020a; Kiselev et al., 2020b; Kolhe et al., 2023; Lutfiyani and 
Arifin, 2019; Najdi and Er-Raha, 2016; Peker et al., 2017; Sapare and 
Beelagi, 2021; Suvon et al., 2022; Vignesh et al., 2021; Westman et al., 
2021; Zahour et  al., 2019) discuss the need to protect sensitive 
information, ensuring that data use complies with privacy regulations 
and ethics. Privacy and responsible use of student data (Alghamdi 
et  al., 2019; Chekalev et  al., 2022; Sapare and Beelagi, 2021) are 
primary concerns. Ethical issues also arise from potential biases in ML 
models (Kiselev et al., 2020b; Kolhe et al., 2023; Suvon et al., 2022), 
which could negatively affect the representativeness and fairness of 
the recommendations.

The distinction between simple models with deterministic 
training and more complex models incorporating stochastic elements 
helps clarify how different approaches impact interpretability and 
reliability. Deterministic models may offer more transparency but lack 
flexibility in capturing complex student profiles, while models with 
greater predictive power may sacrifice explainability. Balancing these 
dimensions is essential to ensure that AI-based guidance systems 
support students effectively and equitably.

8 Discussion

The domain of ML in post-diploma guidance is rapidly evolving, 
driven by technological advances and growing awareness of the need 
for more personalized educational and career support. This discussion 
synthesizes findings from the review of 21 studies, highlighting 
thematic areas such as the evolution of research in the field, design and 
methodological trends, contributions to educational practice, future 
research directions, and the challenges and limitations that persist.

The integration of ML into educational guidance marks a 
transition from conventional models toward data-informed, 
adaptive systems. Initial work often concentrated on prediction 
and rule-based recommendations. More recent studies, however, 
demonstrate an expanded focus on real-time interaction, hybrid 
systems, and intelligent decision support. For example, José-
García et  al. (2023) describe a career guidance system that 
combines ML with network visualization tools to map 
compatibility between student skills and job profiles. Similarly, 
Kolhe et al. (2023) develop a multi-model pipeline to simulate 
employability outcomes using synthetic datasets, reflecting a 
growing emphasis on scalability and experimentation.

Methodologically, the landscape is highly diverse. A number of 
studies adopt supervised learning approaches for tasks such as 
admission prediction (e.g., Suvon et  al., 2022) or academic 
performance estimation (Sapare and Beelagi, 2021), while others 
employ unsupervised or hybrid methods, including clustering and 
fuzzy logic systems (Peker et al., 2017; Najdi and Er-Raha, 2016). 
These methodological choices are closely tied to the nature of the 
available data, the intended outcome of the guidance system, and the 
level of interpretability required by users and institutions.

One of the most frequently cited benefits of ML in post-diploma 
guidance is its ability to deliver personalized recommendations. By 
integrating academic records, career preferences, and contextual 
information, ML models can generate tailored suggestions that 
support more informed student choices. For instance, Kiselev et al. 
(2020a) leverage digital footprints and psychometric data to develop 
a typological framework for aligning student values and identity with 
academic and career paths. In the same vein, Gupta et al. (2016) use 
large-scale application data and ensemble learning to build models 
that adapt to the specific characteristics of student profiles and 
institutional contexts.

In addition to academic recommendations, several systems 
incorporate broader behavioral and contextual indicators. For 
example, Goyal et al. (2023) present a chatbot interface designed to 
simulate human conversation and emotional responsiveness in 
guidance interactions. These approaches underscore the potential of 
ML to enrich the student experience, especially when integrated into 
multi-modal environments that include both digital and 
human support.

Nonetheless, significant challenges remain in the 
implementation of ML in educational guidance. A recurring issue 
concerns the quality and structure of the training data. As 
demonstrated by Suvon et al. (2022) and Gupta et al. (2016), the 
effectiveness of predictive models relies heavily on preprocessing 
steps such as normalization, balancing, and variable selection. Poor 
data quality may not only reduce model performance but also lead 
to biased or misleading recommendations.

Ethical considerations are central to this field. Several studies 
highlight the risks of algorithmic opacity and the potential for bias 
in ML-driven systems. Kiselev et  al. (2020b) and Kolhe et  al. 
(2023) emphasize the need to audit models for fairness and ensure 
that demographic variables such as gender or socioeconomic 
status do not inadvertently skew results. Transparency and 
accountability are also critical, particularly in contexts involving 
high-stakes decisions. Jimenez-Raygoza et  al. (2019) stress the 
importance of building trust in AI-based systems through 
explainability and human-centered design, especially when 
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guidance is offered to students from underrepresented or 
disadvantaged backgrounds.

8.1 Future research directions

The field of ML in post-diploma guidance is poised for further 
growth, with several promising research directions. The integration of 
more sophisticated AI techniques, such as deep learning and natural 
language processing, could enhance the predictive capabilities of these 
systems. Additionally, there is a growing interest in exploring the 
potential of real-time data analytics and adaptive learning systems, as 
suggested by Huang (2022).

Future research should also focus on developing more robust 
frameworks for the ethical use of ML in education. This includes 
creating standardized guidelines for data management, ensuring 
transparency in algorithmic decision-making, and addressing the 
broader social implications of AI-driven guidance systems.

The findings of this review have relevant implications for both 
institutional practices and educational policy. The increasing use of 
ML-based systems for university and career guidance reflects a shift 
toward more data-informed and personalized support mechanisms. 
Educational institutions could adopt these tools to complement the 
role of human advisors, especially in settings with limited guidance 
resources. Furthermore, the range of applications identified, from 
admission prediction to labor market alignment, demonstrates the 
adaptability of these systems across different educational and 
regional contexts.

At the policy level, ML systems may inform strategies aimed at 
reducing early school leaving, improving orientation processes, and 
strengthening the match between educational offerings and labor market 
demand. However, successful implementation requires careful attention 
to data availability, model transparency, and equity of access. Future 
initiatives should be  accompanied by governance mechanisms that 
promote responsible use, including clear validation procedures, ethical 
safeguards, and alignment with human-centered educational practices.

8.2 Limitations

This review acknowledges several limitations that must 
be considered. Firstly, the use of multiple terms in the literature to 
describe ML models and their applications may have led to the 
exclusion of some relevant sources despite comprehensive search 
strategies. The rapidly evolving nature of AI technology implies that a 
review conducted in 5 years might present significantly different 
findings and trends than those discussed here. Additionally, some 
commercially available AI-driven guidance systems may still be under 
development and not yet documented in the academic literature, 
indicating a gap in our current understanding.

Another limitation is the variability in data quality and the 
heterogeneity of datasets used across studies, which can affect the 
generalizability and comparability of findings. The ethical concerns 
surrounding data privacy, algorithmic transparency, and potential 
biases in ML models also present significant challenges that warrant 
further investigation.

Despite these limitations, this review provides a valuable overview 
of current research activities and serves as a foundational resource for 

future studies. It highlights the critical need for ongoing research to 
keep pace with technological advancements and to ensure that ML 
applications in educational guidance remain relevant, effective, and 
ethically sound. Future research should aim to address these 
limitations by refining search strategies, exploring emerging AI 
technologies, and developing robust ethical frameworks for the 
deployment of AI-driven guidance systems.

9 Conclusion

This scoping review provides a structured overview of current 
research on the application of ML in post-diploma guidance. While 
the integration of ML into educational and career decision-making 
processes is a growing area of interest, the evidence remains 
fragmented and inconsistent in both methodological approaches 
and reported outcomes. Many contributions describe experimental 
systems or prototypes without clear validation of their 
educational effectiveness.

Although several studies present innovative models and technical 
architectures, few address how these tools perform in real-life settings 
or how they impact student outcomes. Evaluation often relies on 
internal performance metrics rather than independent measures of 
decision quality or user benefit. The link between model outputs and 
meaningful educational or career trajectories is not always 
made explicit.

Important challenges persist in terms of data quality, 
representativeness, and documentation. Many studies do not report 
how data were selected, cleaned, or balanced. Models are often tested 
on small or synthetic datasets, limiting the generalizability of findings. 
The heterogeneity of study contexts and the lack of common reporting 
standards make it difficult to compare results or synthesize 
best practices.

Ethical concerns such as algorithmic bias, opacity of model 
decisions, and the protection of student data are acknowledged but 
rarely examined in detail. Few studies propose concrete strategies to 
address fairness, inclusiveness, or accountability in the design and 
deployment of ML-based guidance systems.

Future research should engage more deeply with educational 
theory and incorporate interdisciplinary perspectives. Stronger 
empirical designs, longitudinal studies, and user-centered evaluations 
are needed to assess the actual contribution of ML to post-diploma 
decision-making. Greater attention should also be paid to the role of 
institutional and policy frameworks in shaping the adoption and 
governance of these technologies.
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