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Integrating generative artificial intelligence (GenAI) in higher education (HE) 
requires educators to develop new competencies. However, while GenAI holds 
transformative potential for education, research on the competencies needed 
for its responsible and effective use remains limited. This study employs a mixed 
framework analysis method, combining quantitative and qualitative analysis to 
identify key competencies essential for HE teachers. The research began with a 
bibliometric analysis of 1,737 documents from Scopus and proceeded with an 
in-depth analysis of 14 peer-reviewed articles. Using a chain-of-thought (CoT) 
prompting approach, the analysis integrates a human-GenAI collaboration to 
identify patterns in existing competency frameworks and empirical publications, 
aiming to classify and define competencies. The findings reveal that while AI 
literacy and ethical awareness are frequently mentioned, there is no unified 
competency framework addressing the pedagogical and technical dimensions 
of GenAI integration. The FAM process resulted in the identification of three 
key domains of competencies and a set of 16 competencies. The results 
highlight the need for a structured, yet flexible competency model tailored 
to educators. Future research should focus on empirical validation and the 
development of professional development programs to bridge the identified 
gaps.
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Introduction

The rapid evolution of generative artificial intelligence (GenAI) brings opportunities and 
challenges for education professionals. To effectively integrate GenAI, both existing and new 
competencies are needed (Kurtz et al., 2024; Alasadi and Baiz, 2023). GenAI tools have the 
potential to transform education by supporting teachers on the creation of classroom activities 
and develop efficient assessment mechanisms for students (Qadir, 2023; Yelemarthi et al., 2024; 
Chiu, 2024). Nevertheless, these advancements raise ethical concerns, such as biases and the 
need for human oversight to ensure the accuracy and originality of GenAI-generated content 
(Lim et al., 2023; Saputra et al., 2023).

To address these ethical and operational problems, according to Knoth et al. (2024b) and 
Mikeladze et al. (2024), it is important to provide educators with training spaces designed to 
integrate GenAI into their practices. However, the development of technical knowledge alone 
is insufficient; educators must develop complementary competencies to ensure an effective 
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integration process (McGrath et al., 2024; Moreira et al., 2023). This 
requires a structured, yet adaptable plan to prepare educators for the 
rapid evolution of GenAI, enabling them to effectively integrate these 
advancements into their teaching practices (Eager and Brunton, 
2023; Emenike and Emenike, 2023). In this context, “competencies” 
are defined as “a combination of interrelated attitudes, values, 
knowledge (including tacit knowledge), and fundamental skills, such as 
analytical, decision-making, problem solving, critical thinking, and 
communication skills that together make effective action possible” 
(Rychen, 2003, 114). This study examines the competencies identified 
in the literature as critical for HE teachers to integrate GenAI into 
their teaching and explores the paths proposed by the literature for 
developing these competencies within HE. Mapping competencies 
can provide a foundational baseline to guide the development of 
competency-based training programs—not only by identifying key 
competencies but also by outlining guidelines to integrate them 
effectively (Bearman and Ajjawi, 2023; Law, 2024).

Specific competencies for exploring 
generative AI

Several authors agree that understanding specific key 
competencies in emerging fields, such as GenAI, is a complex 
task and can derive from prior research—e.g., technical and 
digital literacy frameworks (Celik, 2023; Knoth et  al., 2024a). 
Tiana (2004, 40) defines “key competencies” as “the necessary 
prerequisites available to an individual or a group of individuals 
for successfully meeting complex demands.” Accordingly, 
Smolikevych (2019) refers to “teacher professional competencies” 
as a complex set of different components such as the field specific, 
the pedagogical and the multicultural competencies.

As AI and GenAI capabilities expand, some competencies evolve 
and other emerge (Wang et  al., 2023). This shift aligns with the 
ongoing discussion on the need for education to continuously adapt, 
as highlighted by Scott (2015), who emphasizes the need for 
innovation and modernization of teaching, as well as strategies that 
enable learning anytime and anywhere.

Despite advances in the identification of the competencies needed 
to successfully integrate GenAI in education, the development of a 
GenAI competencies frameworks is still in its early stages. According 
to Annapureddy and Fornaroli (2024), “frameworks on AI literacy tend 
to be quite generic, failing to address the specificities of generative AI 
tools.” The study presented by Mikeladze et  al. (2024) provides a 
critical exploration of diverse frameworks showing the efforts of 
adaptation of some competency frameworks for educators such as the 
Information Communication Technology Competence Framework 
for Teachers (ICT CFT) and DigCompEdu.

There is some consensus on competencies that should integrate 
this framework, such as: AI literacy (Fenske and Otts, 2024; Blanco 
et al., 2024), critical evaluation of generated content (Lin, 2023), 
adaptation of pedagogical approaches (Monzon and Hays, 2024; 
Michalon and Camacho-Zuñiga, 2023), and the ethical dimension 
of the use of GenAI tools (AlAli et al., 2024; Al-Samarraie et al., 
2024; Shimizu et al., 2023).

Besides, a common characteristic is the emphasis on the relevance 
of human-GenAI collaboration as essential for maximizing the 
benefits of these technologies (Maphoto et al., 2024; Molenaar, 2022; 
Holstein et al., 2020).

The need for literacy development and 
training

GenAI is no longer just a working tool; it is becoming integrated 
into daily activities, highlighting the need for GenAI literacy across 
various age groups and educational levels. According to de la Torre 
and Baldeon-Calisto (2024) the incorporation of GenAI in education 
is blocked by the lack of adequate teacher training. Researchers 
emphasize it as a key competency development gap, requiring 
systematic definition and integration into educational training 
programs (Bayaga, 2024; Kaplan-Rakowski et al., 2023). Laupichler 
et al. (2022) and Faruqe et al. (2022) also add that more global AI 
literacy is essential for interacting with emerging technologies, 
identifying opportunities for innovation, and understanding the 
ethical and operational limits of AI systems. According to Ng et al. 
(2023) some teachers might not be  ready to be  immersed in an 
AI-driven education as they might lack of expertise, technical 
knowledge and ethical understanding in this developing era.

Users need to understand how these “black boxes” function prior 
starting to interact with them (Bearman and Ajjawi, 2023). Gaining 
this insight will support effective prompting, critical evaluation of 
outputs, and informed decision-making (Eager and Brunton, 2023). 
Mastery of these tools can differentiate educators in creating 
innovative solutions and generating new knowledge (Bayaga, 2024). 
The European Competence Framework for Researchers emphasizes 
continuous training and the development of cognitive and technical 
competencies to effectively apply AI tools across research stages. In 
HE, training is essential for teachers, who often lack the time or 
experience needed to engage with tools like GenAI (Bearman and 
Ajjawi, 2023; Eager and Brunton, 2023; Emenike and Emenike, 2023; 
Xia et al., 2024).

Objectives and scope

This study aims to identify and map the key competencies 
required by HE  teachers to effectively integrate GenAI into their 
teaching practices. By focusing on established competency frameworks 
and existing literature, this work seeks to provide a foundational 
understanding of these competencies and their role in GenAI-driven 
HE teaching environments.

Guiding question

 • Which competencies does the literature highlight as critical for 
HE teachers integrating GenAI into their pedagogical practice?

Methodology

Given GenAI’s nascent state, an initial evaluation of extant 
literature is imperative. Several methodological approaches were 
considered, looking for a flexible, but structured procedure that could 
facilitate creating a roadmap for the field, while including ongoing 
research. Initially, a broad literature exploration was conducted to 
identify existing research and identify key terms and trends within the 
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field. Throughout this process, a wide variety of concepts were 
identified, from theme specific to more general terms (examples are: 
prompting, competencies, technological literacy, among others). 
However, this process also revealed that, in the context of GenAI, 
competencies were not explicitly mentioned, grouped or discussed. 
Given this gap, this study employs a hybrid approach, combining 
qualitative and quantitative data analysis techniques, using framework 
analysis method (FAM). FAM is data analysis method used for 
literature reviews in the scope of quantitative content analysis that puts 

forward a structured approach closely related to quantitative 
paradigms (Gale et al., 2013). FAM is well-suited for synthesizing 
findings from multiple studies offering the researcher a flexible yet 
structured process to analyze qualitative data (Goldsmith, 2021; 
Hackett and Strickland, 2019).

FAM’s five step process was followed to classify competencies 
and define them in the context of GenAI. Figure  1 outlines the 
integration of the five stages of FAM as applied in this study. This 
diagram is a representation of how quantitative and qualitative 

FIGURE 1

The five-step framework analysis method (FAM) process.
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methods were combined with the FAM to build a GenAI 
competency framework. Step  1: familiarization employs a 
bibliometric analysis to identify key themes and trends in the 
literature. Incorporating human-GenAI collaboration, in step  2, 
allowed for the development of a conceptual structure of coding 
categories for further indexing. During the indexing process, in 
step  3, data was coded manually using webQDA a Computer-
Assisted Qualitative Data Analysis Software (CAQDAS), following 
the GenAI-generated inductive/deductive codes guide from step 2. 
Step 4 focuses on understanding coding by organizing indexed data 
in manageable forms to identify patterns and refine the competency 
categorization, including emerging themes from step 3. Finally, the 
mapping and interpretation step (5), a structured framework is 
proposed. This process is critical for understanding how the 
framework was established and conceptually synthesized through 
iterative analysis.

Step 1: preliminary familiarization

As represented in the top layer of Figure 1, the familiarization 
phase involved exploratory bibliometric mapping from a data set 
gathered from Scopus, selected for its comprehensive coverage of 
peer-reviewed (PR) literature in the field of education (Moresi 
et al., 2024). The search strategy was developed by defining three 
key components or axes that stem from the research question 
(Figure 2). Additionally, implementation was included as a fourth 
axis, referring to the practical application of GenAI in academic 
settings, such as classroom use, curriculum integration, or 
assessment support.

Search strategy and refinement

As illustrated in Figure 2, the search strategy was structured around 
three conceptual axes represented in a circle of the Venn diagram. These 
three axes—(1) competencies in the context of HE, (2) competencies 
related to GenAI, and (3) the application of GenAI derived from the 
guiding question. Each pairwise intersection of the three axes was 
analyzed independently and supported by human-GenAI collaboration, 
which is defined as the interface between humans and GenAI systems 
working together to achieve a common goal (Annapureddy and 
Fornaroli, 2024). The results of this research were cross-referenced to 
identify common terms that could represent them. This process resulted 
in the construction of the search query, presented in Table 1, yielding a 
total of 1,737 results in English or Spanish.

The retrieved records were analyzed using the R Bibliometrix 
package to explore trends, keyword co-occurrences, and thematic 
clusters. While this landscape mapping provided some valuable insights 
into the current research focus and thematic evolution, it also highlighted 
a lack of explicit groupings, clustering and mentions between GenAI and 
specific competencies of teachers (see Table 2).

Refining the focus on competency 
frameworks

Recognizing the gap in direct references to competencies, the 
research approach shifted to identifying competency frameworks 
relevant to GenAI in HE. Emerging literature mapping tools such as 
Litmaps and Connected Papers were used to identify studies 
addressing competency frameworks for HE  teachers. This 

FIGURE 2

Venn diagram of competencies, HE, and GenAI.
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bibliographic search was enhanced by identifying articles that 
analyzed existing frameworks and disclosed synthesized analyses 
(Shaw et  al., 2021). The study of Mikeladze et  al. (2024) (“A 
comprehensive exploration of artificial intelligence competence 
frameworks for educators: a critical review”) offered crucial 
information about the framework to consider. Priority was given to 
peer-reviewed (PR) literature and policy frameworks that addressed 
the competencies required of teachers in technological or artificial 
intelligence settings. This iterative refinement ultimately yielded a 
subset of 24 documents (Table 3), containing PR articles and policy 
frameworks (e.g., UNESCO ICT Competency Framework for 
Teachers, DigCompEdu).

TABLE 1 Search terms employed for data finding in Scopus.

Category Search terms

Competences (competenc* OR skill* OR capabilities OR proficiencies OR 

expertise OR literacy OR “qualifications”)

HE (“higher education” OR university OR “academic staff” OR 

“tertiary education” OR “postsecondary education”)

GenAI (“artificial intelligence” OR “GenAI” OR “generative AI” OR 

“large language models” OR “ChatGPT” OR “generative artificial 

intelligence” OR “GAI”)

Application (implementation OR application OR use OR integration)

TABLE 2 Document data set for competency analysis.

Framework 
code

Author Title

FRA_1 Carolus et al. (2023) Digital interaction literacy model—conceptualizing competencies for literate interactions with voice-

based AI systems

FRA_2 Holstein et al. (2020) A conceptual framework for human-AI hybrid adaptivity in education

FRA_3 Knoth et al. (2024a) Developing a holistic AI literacy assessment matrix—bridging generic, domain-specific, and ethical 

competencies

FRA_4 Su and Yang (2023) Unlocking the power of ChatGPT: a framework for applying generative AI in education

FRA_5 Cha et al. (2024) Empowering university educators to support generative AI-enabled learning: proposing a competency 

framework

FRA_6 Sattelmaier and Pawlowski (2023) Towards a generative artificial intelligence competence framework for schools

FRA_7 Brauner et al. (2023) The development of a competence framework for artificial intelligence professionals using probabilistic 

topic modelling

FRA_8 Schmidt et al. (2009) Technological pedagogical content knowledge (TPACK): the development and validation of an assessment 

instrument for preservice teachers

FRA_9 Ng et al. (2023) Teachers’ AI digital competencies and twenty-first century skills in the post-pandemic world

FRA_10 Annapureddy and Fornaroli (2024) Generative AI literacy: twelve defining competencies

FRA_11 Mills et al. (2023) How do we respond to generative AI in education? Open educational practices give us a framework for an 

ongoing process

FRA_12 Molenaar (2022) Towards hybrid human-AI learning technologies

FRA_13 Lorenz and Romeike (2023) What is AI-PACK?—outline of AI competencies for teaching with DPACK

FRA_14 Ning et al. (2024) Teachers’ AI-TPACK: exploring the relationship between knowledge elements

FRA_15 Jemetz and Motschnig (2024) Teachers’ development of competence in managing generative AI technology: findings from a qualitative 

interview series

FRA_16 Lu et al. (2024) Supporting teachers’ professional development with generative AI: the effects on higher order thinking 

and self-efficacy

FRA_17 Scott (2015) El futuro del aprendizaje 2 ¿qué tipo de aprendizaje se necesita en el siglo XXI?

FRA_18 Miao and Mutlu (2024) AI competency framework for teachers

FRA_19 Miao and Holmes (2023) Guidance for generative AI in education and research

FRA_20 Redecker and Punie (2017) European framework for the digital competence of educators: DigCompEdu

FRA_21 UNICEF (2022) Educators’ digital competency framework

FRA_22 European Commission: Directorate-

General for Education (2022)

Ethical guidelines on the use of artificial intelligence (AI) and data in teaching and learning for educators

FRA_23 Couros (2018) Digital teaching professional framework

FRA_24 United Nations Educational, Scientific and 

Cultural Organization (UNESCO) (2018)

UNESCO ICT competency framework for teachers
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Step 2: framework identification

Once researchers became familiar with the selected documents, 
the transition to step 2 took place (see Figure 1), marking the shift 
from exploratory mapping to defining initial coding categories. 
According to Srivastava and Thomson (2009), the purpose of this 

stage is to develop a structure (guiding framework) that allows 
researchers to move from a concrete description of themes towards 
more abstract concepts. For Somerville et al. (2023, 2), it “can (…) 
come from the results of a literature review or from the initial notes 
taken in step one.” Similarly, Srivastava and Thomson (2009) mention 
that researchers should allow the data to dictate the themes.

TABLE 3 Framework analysis based on research question axis.

Framework code Focus Focus subdivision Audience Audience details Type of study

FRA_1 AI Voice-based AI competencies General audience End users and developers PR

FRA_2 AI Human-AI collaboration in 

education

Educators Researchers, designers, and educators PR

FRA_3 AI AI literacy (generic and domain-

specific)

Educators Professionals interested in interdisciplinary 

assessment

PR

FRA_4 GenAI Generative AI in education Educators Teachers of all academic levels PR

FRA_5 GenAI Integrating generative AI into 

higher education

Higher education 

teachers

University teachers in curriculum and 

pedagogy innovation

PR

FRA_6 GenAI Generative AI for education School educators Teachers developing generative AI 

competencies in schools

PR

FRA_7 AI AI professional competencies Industry 

professionals

Employers, organizations, academic program 

developers

PR

FRA_8 Not AI Technology integration in 

teaching (TPACK)

Educators Preservice teachers PR

FRA_9 AI AI digital competencies for 

teaching

Educators Teachers interested in digital AI tools and 

strategies

PR

FRA_10 GenAI Generative AI literacy Professionals Educators, policymakers, and educational 

designers

PR

FRA_11 GenAI Open educational practices for 

generative AI integration

Higher education 

educators

University faculty, academic developers PR

FRA_12 AI Hybrid human-AI collaboration 

in education

Education Researchers, educational designers, and 

policymakers

PR

FRA_13 AI AI-pedagogical competencies Educators Teacher trainers, curriculum designers, 

policymakers

PR

FRA_14 AI AI-TPACK framework in 

education

Educators Teachers integrating AI PR

FRA_15 GenAI Teachers’ competence in 

managing GenAI

Educators Secondary school teachers PR

FRA_16 GenAI GenAI on higher order thinking Preservice Teachers University-level preservice teachers PR

FRA_17 Not AI 21st-century competencies Educators Educators, researchers, policymakers Policy

FRA_18 AI AI in teacher training Educators Teachers at all levels integrating AI Policy

FRA_19 GenAI Ethical and educational 

integration of GenAI

Teachers and 

researchers

Teachers, researchers, and policymakers Policy

FRA_20 Not AI Digital competence in education Educators Teachers at all levels, from early childhood to 

higher education

Policy

FRA_21 Not AI Digital competencies for 

inclusive teaching

Educators Policymakers, school leaders, and teachers 

focusing on digital inclusivity

Policy

FRA_22 AI Ethical AI use in education Educators Teachers, policymakers, and administrators 

implementing AI tools

Policy

FRA_23 Not AI Digital pedagogical 

competencies

Educators Practitioners in TVET, focusing on 

professional development and pedagogy

Policy

FRA_24 Not AI ICT competency in education Educators Teacher trainers, professional development 

providers

Policy
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An initial analysis of all 24 documents was carried out to 
understand their connection to the research objective. Some 
frameworks provided broad theoretical perspectives, while others 
were too specific to apply directly to GenAI in HE (Annapureddy and 
Fornaroli, 2024). Thus, an evaluation matrix (Table 3) was structured 
to evaluate the alignment of the 24 papers with the research objectives. 
Each document was classified according to its focus (e.g., AI, 
HE faculty) and type (e.g., policy guidance, peer-reviewed article). The 
evaluation criteria focused on classifying studies that discussed 
competencies for HE teachers integrating GenAI. Conversely, papers 
were excluded if they did not focus on HE  or presented 
non-educational approaches.

This evaluation process led to the following classification 
of frameworks:

Excluded frameworks—documents that primary focus on topics 
other than education, i.e.:

 • FRA_1—focus on general AI competencies for developers and 
end users, not specifically on education.

 • FRA_7—target industry professionals and employers, rather than 
educators or students.

Core frameworks—documents that directly supported competency 
identification for HE and GenAI were considered, i.e.:

 • FRA_5—address GenAI in HE  by proposing 
competencies classification.

 • FRA_10—define competencies for GenAI, covering technical, 
pedagogical, and ethical areas.

 • FRA_16—outline AI-related competencies tailored for educators, 
with a focus on developing skills and ethical considerations.

Supplementary frameworks—policy guiding works that will the 
core frameworks by addressing gaps or specific areas.

 • FRA_15—explore educational transformation, competencies, 
and pedagogical strategies in the 21st century.

 • FRA_18—Focus on GenAI-driven pedagogical strategies and the 
implications of GenAI-assisted learning environments.

After finalizing the framework selection, competencies were 
extracted using chain-of-thought (CoT) prompting in a custom 
GPT built inside ChatGPT. The construction of the CoT focused on 
developing a systematic analysis to identify commonalities across 
the selected documents. This process enabled to classify and define 
competencies in the context of GenAI by identifying shared 
categories. Supplementary frameworks were used to complement 
the classification and refine the result in thematic categories. Table 4 
presents the inductive classification of competencies that emerged 
from the CoT analysis. This thematic structure served as a coding 
guide for the indexing process in step 3.

Step 3: indexing

The indexing process operationalized the competency 
classification structure created during the framework identification in 
step  2 (Srivastava and Thomson, 2009; Goldsmith, 2021). This 

structure, inductively created, now serves as deductive guide, helping 
researchers follow a pre-established set of competencies. A decision 
was made to limit the coding to academic research papers, using 
political guiding frameworks solely as reference points to ensure the 
findings were based on systematically developed narratives rather 
than being policy oriented. This reduced the document set to 14 
documents (see Table 5).

In alignment with the mid-section presented in Figure 1, coding 
was carried out following a hybrid approach, combining both 
traditional and AI-assisted strategies, i.e., coding with CAQDAS 
software Large Language Models (LLMs) (Costa and Bryda, 2025). 
The use of a CAQDAS software helps enhancing transparency and 
rigor in conduction evidence synthesis (Houghton et al., 2017). Thus, 
after completing the manual coding for all documents based on the 
defined coding guide, a prompt was created to code the same texts 
with LLM Grok 3.

At this stage, data is not yet interpreted; it is solely coded 
(organized) by themes or categories (Somerville et al., 2023). This 
process prepares the data for the next stage of charting by organizing 
it according to the thematic framework, making it easier to compare 
and analyze (Parkinson et  al., 2016). During this coding process, 
themes can be  refined, merged, or split based on re-reading the 
documents (Somerville et al., 2023).

Considerations on GenAI-assisted coding

While the integration of LLMs such as ChatGPT and Grok 3 
enabled a exploratory coding to be more efficient, there were some 
methodological issues brought about by this process. To mitigate 
potential biases, the GenAI-assisted coding results were reviewed by 
a human coder. By analyzing each coded unit and comparing them 
with the pre-defined coding structure developed in step  2, the 
researcher decided if coding was in place. Coded outputs were 
retained only when the researcher’s interpretation of the GenAI 
suggestion was agreed.

Even though traditional inter-coder reliability metrics were not 
used because of the hybrid nature of this process, iterative validation 
and cross-checking were used to address consistency. The use of CoT 
prompting was used to increase transparency and reproducibility in 
the extraction and categorization of competencies by structuring a 
prompt to guide the LLM to use structured reasoning rather than 
opaque outputs.

Step 4: charting

Charting is a steppingstone activity to transform raw coded data 
into a coherent unified narrative that can guide a framework 
construction (Parkinson et al., 2016). At this point, data was not yet 
been analyzed and was arranged with no structure using a combination 
of deductive and inductive codes; therefore, a systematic sorting 
process was necessary. This phase involved rearranging and 
summarizing the coded data (step 3) “under emerging superordinate 
headings as well as beginning to make subjective sense of data” (Kiernan 
and Hill, 2018). Furber (2010) notes that the intention of this 
summarizing process is to organize summaries or text extracts into an 
appropriate thematic structure.
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The charting process serves not only as a method for organizing 
the coded data but also to personally interpret, refine and construct 
concepts that can bridge the development and structure step  5—
mapping and interpretation (Gale et al., 2013). Analyzing coded text 
requires an iterative review of coded passages and full text to be able 
to connect codes to thematic analysis (Kiernan and Hill, 2018).

During the indexing process, coding followed deductive categories 
established in step 2. However, additional categories emerged during 
the reading and analysis of documents. Table 6 presents a summary of 
the competencies found during the coding process. The matrix 
presents the number of references encountered in each document 
regarding the coded competencies. The last two columns summarize 
the number of papers mentioning each competency and the number 
of references that where coded.

Technology related competencies

During the coding process, AI literacy emerged as a central 
theme (12 papers and 48 references) and is considered a key point 
for developing other competencies, being a major factor in 
developing complementary competencies or serving as a starting 
point (Jemetz and Motschnig, 2024). Initially AI literacy was 

considered a broad competency, implying understanding AI’s 
functions, limitations, and potential applications. However, a 
deeper analysis on coding extracts shows that some frameworks 
explicitly differentiate AI from GenAI [FRA_6, FRA_10] and 
others used AI Literacy without distinguishing between GenAI 
and AI [FRA_4, FRA_5, FRA_11, FRA_15, FRA_16]. This 
distinction was not explicitly considered in the initial framework 
(step  2) but as definitions diverged, it became necessary to 
differentiate these two competences.

AI literacy consistently mentioned as the foundational knowledge 
and skill that require a basic understanding of AI and embraces the 
knowledge of “what AI systems do and do not do, as well as 
understanding the benefits, limitations, and challenges of AI systems” 
[FRA_3, Ref 1] and the understanding of “AI technologies and 
demystify concepts such as machine learning, neural networks and 
GANs” [FRA_6, Ref 1].

GenAI literacy, while sharing foundational aspects with AI 
literacy, it encompasses unique model-specific understanding and 
pedagogical implications. These distinctions—particularly in 
prompting and content evaluation—were identified as independent 
competencies. Similarly to AI Literacy, GenAI Literacy requires the 
user to have a foundational knowledge of AI systems and a more 
specialized focus on GenAI technologies. It involves:

TABLE 4 Human-GenAI collaboration competencies: inductive classification from CoT.

Category Competency Updated description Examples/Keywords

Teaching with 

AI

1. AI-enhanced instruction/

AI pedagogy

Designing and delivering student-centered teaching and learning activities 

that leverage AI tools to personalize instruction, foster engagement, and 

support diverse learning needs

“AI-enhanced lesson planning,” “AI for 

student collaboration,” “AI-assisted 

instructional design”

2. AI-assisted assessments Using AI-powered platforms or algorithms for grading, feedback, and 

assessment design, while maintaining fairness, educator oversight, and 

transparency in the evaluation process

“AI-powered grading,” “Automated 

feedback,” “AI-enhanced rubrics”

3. Human-GenAI 

collaboration

Collaborating with AI systems as teaching or research partners, ensuring 

human judgment remains central, and integrating AI suggestions in 

decision-making processes

“Hybrid intelligence,” “AI-supported 

academic research,” “Human-AI 

teamwork in education”

AI skills & 

literacy

4. AI literacy Understanding AI’s functions, limitations, and potential applications in 

educational contexts, including basic awareness of how AI models work and 

what they can or cannot do

“Understanding AI limitations,” “AI 

literacy for educators,” “AI in higher 

education”

5. Prompt engineering Crafting structured, context-aware inputs or “prompts” that guide AI 

systems to produce relevant, high-quality outputs aligned with teaching or 

research goals

“Effective prompts,” “Refining AI-

generated text,” “Context-aware AI 

interactions”

6. Evaluating AI-generated 

content

Critically assessing outputs from AI tools for accuracy, bias, and credibility, 

verifying sources or facts before classroom or research use

“Fact-checking AI outputs,” “AI 

credibility assessment,” “Bias detection”

7. AI data literacy Understanding how AI systems handle data, including data privacy, data 

quality, and bias, and making responsible, informed decisions about data 

use in educational settings

“AI data bias,” “Big data in AI education,” 

“Data-driven AI decision-making”

Ethical & 

institutional 

practice

8. AI ethics Ensuring responsible deployment of AI by addressing bias, fairness, equity, 

and explainability, and embedding ethical considerations into teaching and 

assessments

“AI bias mitigation,” “AI transparency,” 

“Ethical AI decision-making”

9. AI policy awareness & 

compliance

Understanding AI regulations, governance structures, and institutional 

policies (e.g., around student data protection), and ensuring compliance 

within one’s teaching context

“AI ethics policies,” “Privacy in AI,” 

“Institutional AI regulations”

10. Ongoing AI professional 

growth

Continuously learning about emerging AI technologies, tools, and 

pedagogical strategies to improve teaching, assessment, and research 

practices in dynamic educational settings

“AI training programs,” “Self-learning AI 

skills,” “AI literacy workshops”
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TABLE 5 Distribution of AI-related competencies across framework sources.

Matrix (E) FRA_2 FRA_3 FRA_4 FRA_5 FRA_6 FRA_8 FRA_9 FRA_10 FRA_11 FRA_12 FRA_13 FRA_14 FRA_15 FRA_16 # papers # passages

AI data literacy 0 0 1 1 2 0 3 2 0 2 0 0 0 0 6 11

AI ethics 1 6 3 3 2 0 5 4 1 0 1 0 0 1 10 27

AI literacy 0 13 2 1 2 2 8 13 0 1 1 1 2 1 12 47

AI-assisted 

assessments

3 0 1 2 3 0 4 1 1 0 0 0 0 1 8 16

AI-enhanced 

instruction 

(pedagogy)

9 2 3 2 3 8 8 0 6 8 2 1 1 7 13 60

Applying AI 

policies & 

standards

1 0 1 2 2 0 0 2 5 0 0 0 0 0 6 13

Communication 

& collaboration

0 0 0 1 1 0 4 0 16 1 0 0 2 0 6 25

Critical 

thinking

2 0 1 2 1 0 6 3 0 1 0 0 0 5 8 21

Domain-

specific 

knowledge

0 4 0 1 0 2 0 0 0 0 1 2 0 0 5 10

Ethical 

reasoning

0 0 0 0 0 0 5 1 7 2 0 0 0 1 5 16

Evaluating AI 

generated 

content

2 0 0 1 1 0 1 9 1 0 0 0 0 1 7 16

Human-AI 

collaboration

8 1 3 0 1 0 5 0 3 10 1 0 0 3 9 35

Ongoing AI 

professional 

growth

1 0 0 2 0 1 9 2 4 0 0 0 7 1 8 27

Problem-

solving

1 0 0 0 1 0 1 0 0 0 0 0 0 1 4 4

Process-

oriented 

thinking

1 0 1 0 2 0 2 3 0 1 0 0 0 3 7 13

Prompt 

engineering

0 1 2 1 1 0 0 8 1 0 0 0 0 4 7 18
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 • Understanding of GenAI technologies—“Common GAI 
types are foundation models, generative adversarial networks 
(GANs)” [FRA_6] and the “probabilistic mechanisms 
underpinning the synthesis tools in generative models” 
[FRA_10, Ref 5].

 • Application of GenAI tools—“skills related to the use of 
generative AI, with content assessment, prompt engineering” 
[FRA_10, Ref 8].

 • Evaluation of GenAI outputs—“It is important to evaluate the 
effectiveness of educative AI in achieving the desired outcomes” 
[FRA_4, Ref 2].

GenAI data literacy, a competence related to GenAI literacy that 
refers to the ability to analyze and handle data used or created by AI 
or GenAI educational systems. This ensures educators are equipped 
to handle data responsibly, to interpret analytics ethically, and to 
maintain confidence in AI-driven insights, i.e.:

 • “if the data used to train the model is of low quality, the responses 
of the model may not be accurate or reliable” [FRA_4, Ref 1].

 • “competencies that enable the ability to comprehend, interpret, 
and extract insights from data, enhancing decision-making 
abilities across various domains” [FRA_6, Ref 1].

Prompt engineering is found with different descriptions in several 
passages (7 papers, 18 references), but tends to be described as a “skill to 

effectively prompt generative AI models,” [FRA_10, Ref 4] enabling users 
to “generate and optimize a complete instructional design” [FRA_16, Ref 
4]. This user input requires to have “basic subject related knowledge 
when formulating prompts” [FRA_6, Ref 1]. The effective interaction 
with GenAI models is restricted to the quality of the instruction and it 
requires “the utilization of descriptive language, understanding the 
trade-off between creativity and specificity, the possibility of segmenting 
longer prompts into smaller units” [FRA_10, Ref 8].

Critical content evaluation refers to the set of skills a teacher develops 
to “question the quality of GAI processes and outcomes” [FRA_6, Ref 1] 
recognizing that answers could be potentially biased or not correct to 
content specific knowledge. It requires teachers to critically think about 
the outcomes and compare to other recourses to guarantee content 
specific veracity. Critical evaluation also implies knowing and 
understanding how to detect AI generated content, learning to use of AI 
detection software and developing pedagogical activities to help students 
develop a critical sense to distinguish AI vs. Human content generated, i.e.:

 • “(…) knowing how to detect AI-generated content” 
[FRA_10, Ref 2].

 • “(…) concerns both being able to tell apart human-made from 
AI-made content, and knowing how to use AI detection software” 
[FRA_10, Ref 5].

Critical evaluation supports pedagogical GenAI integration 
particularly when “the automatic grading and feedback by GenAI” 

TABLE 6 Validated competency definitions for GenAI integration in HE.

Competency Definition

AI literacy Ability to understand the basic principles of artificial intelligence, including its functions, limitations, and applications in education

GenAI literacy Specialized knowledge of GenAI technologies, including types of models and their effective use in educational settings

GenAI data literacy Ability to understand the types of data used to train GenAI models and how data quality influences the accuracy and reliability of generated 

outputs

Prompt engineering Ability to craft effective instructions that optimize GenAI model responses for educational purposes

Human-GenAI collaboration Ability to interact and co-create with GenAI systems, delegating tasks to enhance teaching and learning while maintaining critical human 

oversight

Critical content evaluation Ability to critically analyze GenAI outputs, assessing their accuracy, biases, and truthfulness in relation to disciplinary knowledge

GenAI-enhanced instruction Ability to integrate GenAI into lesson planning, implementation, and evaluation, adapting instructional strategies to optimize student 

learning

GenAI-assisted assessment Ability to incorporate GenAI in assessment practices to enhance feedback and method design, with human oversight ensuring validity and 

fairness

Process-oriented thinking Ability to structure and sequence GenAI-supported instructional designs by aligning pedagogical goals with specific tasks

GenAI ethics Ability to understand and apply ethical principles when using GenAI in education, including critical reflection on bias, privacy, and equity

GenAI policy awareness & 

compliance

Ability to interpret and follow institutional policies on GenAI, ensuring compliance with data protection and intellectual property 

regulations

Professional development Ongoing commitment to learning about GenAI and its pedagogical integration, adapting to technological change to improve teaching 

practice

Critical thinking Ability to analyze information, question assumptions, and make evidence-based decisions across educational contexts

Problem solving Ability to design and implement effective solutions to educational challenges, fostering exploration and creativity in the learning process

Ethical reasoning Ability to identify and address ethical dilemmas in education, promoting fairness, justice, and accountability

Communication & 

collaboration

Ability to share knowledge and collaborate with peers and students, fostering dynamic and supportive educational communities

Domain-specific knowledge Ability to apply disciplinary expertise in pedagogically meaningful ways, adapting content knowledge to effective teaching strategies

https://doi.org/10.3389/feduc.2025.1594199
https://www.frontiersin.org/journals/education
https://www.frontiersin.org


Burneo-Arteaga et al. 10.3389/feduc.2025.1594199

Frontiers in Education 11 frontiersin.org

must be supplemented with “human insight, especially for evaluating 
higher-order thinking skills” [FRA_5, Ref 1].

Human-GenAI collaboration refers to a teachers’ ability to interact 
and co-create with GenAI systems to enhance teaching and learning. 
This competency involves task delegation so that GenAI can “support 
human teachers and learners in their quest to teach and learn” 
[FRA_13, Ref 1]. Educators must understand when to rely on AI for 
automation and efficiency while ensuring critical oversight, ethical 
considerations, and pedagogical alignment in GenAI-supported 
teaching environments.

Pedagogical related competencies
The integration of GenAI in pedagogical activities introduces 

new and evolving insights into the teacher’s competencies. Rather 
than being just mere technological complement to teaching, 
GenAI has the potential to transform pedagogical approaches 
(Sattelmaier and Pawlowski, 2023) enabling more adaptive, 
interactive and context-specific teaching strategies (Ning et al., 
2024). Effective integration of GenAI requires teachers to 
coordinate multiple resources (Lu et al., 2024), both technical and 
pedagogical to create high quality teaching. Likewise, Mills et al. 
(2023) state that one of the key aspects of GenAI-assisted 
pedagogy is its ability to support two-way interactions between 
technology and teaching, leading to new forms of knowledge 
sharing and fostering collaborative and interdisciplinary 
teaching practices.

This integration, and thus pedagogical transformation is to 
be supported by three competencies:

 • GenAI-enhanced instruction.
 • GenAI-assisted assessment.
 • Process-oriented thinking.

GenAI-enhanced instruction refers to the abilities to integrate 
GenAI into teaching. It encompasses the application of GenAI tools 
“during the preparation stage, and the implementation and evaluation” 
[FRA_16, Ref 1]. The central theme revolves around preparation and 
real-time teaching integration and the use of GenAI is helpful to 
“develop a first draft, (…), and then you can revise from the basis” 
[FRA_16, Ref 6].

It requires teachers to understand that GenAI is a tool to support 
the teaching process, requiring critical evaluation of outputs based on 
context, subject knowledge and ethical considerations.

Enhancing teaching with GenAI will require teachers to 
develop the ability to “determine the most appropriate action to 
optimize learning” [FRA 12, Ref 5]. Thus, GenAI enhanced 
teaching should also focus on developing activities that promote 
collaborative learning, grounded in human-human interaction 
supported by AI, requiring continuous adaptation of “teaching 
strategies to address the changing learning situations and learning 
goals” [FRA 9, Ref 1] and empowering students by designing and 
restructuring lessons to support learning objectives and make 
students really learn. In the teachers’ interaction with GenAI, 
human judgment must be kept as a central element to enhance 
adaptive learning [FRA_9, Ref 3; FRA_2, Ref 6].

GenAI-assisted assessment refers to the abilities of teachers to 
integrate GenAI tools into assessment processes. The focus is to 
enhance and create new grading, feedback and the evaluation process. 

GenAI can assist teachers on traditional assessment activities 
[FRA_11, Ref 1] but also requires them to understand how to redesign 
assessment methods to incorporate GenAI as part of this process 
[FRA 5, Ref 1]. GenAI can assist on providing personalized feedback 
and automated grading; nonetheless, teachers are always held 
responsible for overseeing assessment outputs, focusing on developing 
students higher-order thinking skills [FRA 5, Ref 2]. This assisted 
assessment requires to define methods “and tools that are valid, 
reliable, fair, and transparent” [FRA 6, Ref 2].

Process-oriented thinking refers to the teacher’s ability to structure, 
sequence, and refine AI-supported instructional design. Process-oriented 
thinking involves an integrated approach to planning, designing and 
evaluating each phase, intentionally aligning each task with pedagogical 
objectives and pre-defined learning outcomes (Lu et al., 2024).

This competency involves being able to tackle:

 • GenAI-supported lessons—“Teachers need to manage and design 
their interventions and develop pedagogical approaches wisely” 
[FRA_9, Ref 1].

 • Structured GenAI interactions for teaching—“Using ChatGPT to 
generate and optimize a complete instructional design, and 
autonomously select appropriate content sections for simulated 
classroom exercises” [FRA_16, Ref 3].

Ethical & context awareness
GenAI ethics as a teaching competency refers to the teacher’s 

ability to understand, critically evaluate, and apply AI ethics in 
educational contexts. Based on the coded data (10 documents, 27 
references), this competency is structured around three axes: 
awareness, reflection and responsible application.

Ethics awareness concerns the principles of understanding how 
the models are trained and the quality of data may impact on the 
output’s reliability [FRA_4, Ref 2]. It includes:

 • “privacy and security concerns, especially concerning personal 
information” [FRA_10, Ref 2].

Ethics reflection is about engaging in a thoughtfulness 
process regarding:

 • “(…) the impact, opportunities, and challenges of AI. In addition, 
they need to know how to address potential problems in the use 
of AI to ensure responsible use” [FRA_13, Ref 1].

Ethics responsible application considers:

 • shifts in approach—“What if we took a ‘disclosure of learning 
process’ approach rather than prevent and punish approach” 
[FRA_11, Ref 1].

GenAI policy awareness & compliance is the ability of teachers to 
understand, interpret and apply institutional policies related to the 
integration of GenAI into their work. Navigating institutional policies 
requires a basic understanding of:

 • Data and privacy protection—“the protection of personal data in 
accordance with data protection regulations and the respect of 
copyright” [FRA 6, Ref 1].
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 • Legal implications—“ensuring individuals operate within the 
bounds of intellectual property and other legal frameworks” 
[FRA 10, Ref 1].

 • Institutional policies—“universities need to create robust policies 
that can adapt to the fast-evolving nature of GenAI” [FRA 5, Ref 
1] and “universities have developed guidelines for the use of 
LLMs in assignments” [FRA 10, Ref 2].

Professional development refers to the teacher’s ability to 
continually seek new knowledge regarding GenAI and pedagogy 
within GenAI context. This pursues “continuous professional 
development and lifelong learning” [FRA_5, Ref 2] to keep pace with 
AI’s rapid evolution. Effective GenAI professional development 
should include:

 • Technical training—“teachers would need to equip themselves 
with AI-related technological skills” [FRA_9, Ref 6].

 • Pedagogical integration—“require teachers to connect the digital 
tools to content knowledge and pedagogy” [FRA_9 Ref 2].

 • Lifelong learning & adaptability—“as professional development, 
helping humans improve over time” [FRA_2, Ref 1] and self-
empowerment through reflection and professional growth 
[FRA_5_1].

Foundational competencies
Critical thinking in GenAI-enhanced education refers to the 

teachers’ ability to: (i) “critically analyze both generative AI models 
and their outputs from a human perspective” [FRA_10, Ref 3], (ii) 
critically assess student progress, and (iii) “identify deficiencies in 
their teaching and make improvements” [FRA_16, Ref 2]. This 
competency involves not merely accepting GenAI outputs at face 
value but rather engage in questioning, interpreting, and verifying 
data-driven recommendations, especially because “critical 
evaluation of the use cases applying AI to support learning and 
teaching is needed to enhance education” [FRA_12, Ref 1]. 
Ultimately, teachers must “guide students in critically engaging with 
GenAI tools, fostering the design of a critical framework” 
[FRA_5_a, Ref 2].

Applying critical thinking in GenAI-enhanced education requires 
an understanding of:

 • Evaluating GenAI accuracy & limitations—“ChatGPT has a low 
accuracy rate in its responses. For example, if you ask whether 
differentiability implies continuity, it might answer that it does 
not necessarily imply continuity. It makes obvious mistakes like 
this as well” [FRA_16, Ref 4] and “ChatGPT’s responses are not 
very satisfactory. I have to ask detailed questions, and it does not 
seem as intelligent. In addition, the answers it provides are not 
necessarily correct” [FRA_16, Ref 5].

 • Ethical considerations—“The ethical implications of using 
educative AI must be  carefully considered, including potential 
biases” [FRA_4, Ref 1].

Problem solving refers to the teacher’s ability to develop, refine, and 
apply solutions to challenges in educational contexts. This competency 
emphasizes higher-order thinking, exploration, and designing 
effective learning environments that foster problem-solving skills 
in students.

Developing problem-solving abilities in teaching requires an 
understanding of:

 • Exploration & experimentation—“Providing novel and effective 
solutions to complex and ill-defined problems that require 
exploration, experimentation, and discovery” [FRA_6, Ref 1].

 • Designing learning environments for problem-solving—
“Enhance their pedagogical and technological competencies to 
design appropriate learning environments for students to solve 
authentic problems” [FRA_9, Ref 1].

Ethical reasoning concerns the teachers’ ability to recognize, 
evaluate, and address privacy and ethical concerns related to AI in 
education. This competency ensures that teachers “explore concerns 
about academic integrity and excitement about pedagogical 
possibilities” [FRA_11, Ref 4]. It also requires teachers to “ensure 
students’ psychological and social well-being” [FRA_9, Ref 4], and 
“promote and ensure accessibility for all learners” [FRA_9, Ref 2]. It 
involves raising awareness of risks, guiding students in responsible AI 
use, and fostering ethical discussions:

 • Teaching AI ethics to students—“Teaching about the systems so 
students would understand the risks and ethical concerns” 
[FRA_11, Ref 2] and “Can respond to complexity and uncertainty 
constructively by building on values and ethics” [FRA_11, Ref 7].

 • Responsible GenAI use—“Several potential risks and conflicts such 
as privacy concerns, changes in power structures, and excessive 
control have been identified” [FRA_9, Ref 1].

Communication & Collaboration refers to the teacher’s ability to 
participate in collaborative discussions, being open to share 
knowledge, and help peers within and beyond institutional boundaries.

Effective GenAI-driven communication and collaboration require 
an understanding of:

 • Student-centered collaboration—“Collaborating with students 
allows emergent, student-centered, and student-guided 
approaches” [FRA_11, Ref 1].

 • Cross-institutional & global knowledge exchange—“Collaborative 
approaches across institutions, systems, age categories (high 
school versus college), and nations” [FRA_11, Ref 2].

 • Open knowledge-sharing—“We see much sharing of documents: 
articles on AI in higher ed., sample policy statements, lesson plans, 
news coverage, and records of ChatGPT sessions” [FRA_11, Ref 5].

 • Communication strategies—“Teachers should consider different 
AI-driven tools and systems to help them develop and improve 
organizational communication strategies” [FRA_9, Ref 1].

 • Institutional & professional networks—“Teachers need a 
collaborative and supportive network within their institutions to 
navigate uncertainties and challenges” [FRA_5, Ref].

Domain-specific knowledge focusses on the teachers’ ability to 
understand, apply, and adapt GenAI-related competencies to subject-
specific content. This competency ensures that teachers effectively 
integrate subject-matter expertise, pedagogical methods, and GenAI-
related knowledge to enhance teaching. It promotes teachers to 
“recognize and reflect on the implications of the increasing use of AI 
in one’s discipline” [FRA_13, Ref 1].
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This competency requires an understanding of:

 • Subject-matter knowledge—“Content knowledge is the 
‘knowledge about actual subject matter that is to be learned or 
taught’ (…). Teachers must know about the content they are 
going to teach” [FRA_8, Ref 1].

Step 5: mapping and interpretation

The final stage (Figure  1) presents the findings in a dual 
representation framework, operationalized in Figures 3, 4. This step 
works on the findings of previous steps to structure a representation 
of competencies. The proposed framework is a two-part structure 
proposal. Figure 3 presents a conceptual model on how competencies 
are organized into thematic domains with a strong emphasis on the 
overlapping nature of the identified competencies. Competencies are 
organized into three intersecting domains: pedagogical, GenAI, and 
responsible AI. Complementarily, Figure 4, illustrates a progression 
model that outlines how teachers advance in competency 
development. It moves from foundational awareness to its advanced 
application in teaching and learning, including assessment.

The intersection of these models provides a structured yet flexible 
pathway for teacher training. The framework ensures that all identified 
competencies (considered relevant) are included, whereas the 
progression model offers guidance on how these competencies evolve 
in practice. This dual approach enhances applicability, supporting 
both curriculum development and targeted professional training.

To enhance the clarity of the proposed framework, Table  6 
presents the refined definition of the identified competencies. These 
definitions were derived from the iterative analysis carried out during 
the charting and mapping phases, using a Human-GenAI 
collaboration, and validated by the researchers. These definitions aim 
to enhance the understanding and future application of each 
competency within the context of GenAI in HE.

Discussion

The proposed competencies framework for GenAI integration 
in HE was designed to equip and enhance the teachers’ capabilities 
regarding GenAI, including the pedagogical adaptations, and the 
ethical implications while using GenAI tools. The competencies 
are structured in a progression configuration to guide teachers in 
transitioning from learner to manager of content creation within 
the classroom, thereby promoting student development. This 
progression unfolds across five key steps—essential competencies, 
AI & GenAI literacy, GenAI-enhanced interaction, effective 
GenAI use, and AI-powered teaching & assessment—, supported 
by professional development at every stage. This vertical 
integration is vital in this process, as mentioned by Cha et  al. 
(2024, p. 257) “The status quo underscores the critical need for 
professional training programs that empower university teachers 
to effectively navigate the evolving educational frontier shaped 
by GenAI.”

The decision to structure GenAI competencies in three conceptual 
axis that overlap—pedagogical, artificial intelligence, and responsible 

GenAI—aims to represent the diverse domains from which these 
competencies emerge. These axes are not meant to reflect full 
integration yet but rather serve as foundational lenses to identify and 
organize the necessary knowledge and skills for future pedagogical 
application. The proposed organization of competencies seeks to 
distinguish itself from existing models, such as DigCompEdu and 
UNESCO’s AI Competency Framework for Teachers, by defining a 
progressive structure that can be  easily applied by HE  teachers. 
According to Sattelmaier and Pawlowski (2023) and (Ng et al., 2023), 
teachers require a minimum level of technical literacy to effectively 
engage with GenAI in the academia. Similarly, Cha et  al. (2024) 
stresses that teachers need to enhance pedagogical and assessment 
knowledge to gain advantage when integrating digital technology into 
their teaching practice. However, the analysis through the FAM 
process revealed that, while AI Literacy and AI related competences 
are frequently discussed, there is a continual interchange between AI 
and GenAI when describing competencies related to novel 
technologies such as ChatGPT (Su and Yang, 2023; Annapureddy and 
Fornaroli, 2024). This requires a deeper distinction between these two 
complementary and fundamental technological knowledges.

Competencies for GenAI integration in HE

Identifying and defining competencies for GenAI integration in 
HE  presented significant challenges due to the lack of structured 
frameworks focused on GenAI. A limited number of studies directly 
propose GenAI-related competencies and still lack a formal coherent 
structure to envision a progression path for competency development. 
Existing policy guiding frameworks such as DigCompEdu UNESCO’s 
AI Competency Framework, and TPACK focus on general AI literacy, 
leaving a gap in understanding the specific competencies teachers 
need for teaching with GenAI. This lack of clarity and definitions of 
competences regarding GenAI integration required an inference-
based approach to stablish definitions.

The thematic and cluster analysis carried out in step 1 did not 
reveal significant information about GenAI competencies. However, 
the thematic evolution indicated an increasing reference to 
competencies in 2024 compared to previous years, albeit still 
unstructured. Additionally, the emerging empirical focus by 2025 on 
student perspectives suggests a shift towards practice-oriented 
research. However, the lack of direct references to competencies in 
studies focused on HE teaching required a more focused analytical 
approach. FAM allowed for extracting relevant insights, leading to the 
proposed structure of competence classification and progression as 
presented in Figures  3, 4, in step  5. Furthermore, the propose 
pyramidal five-step progression proposal and Venn diagram of 
competencies also evidenced the overlapping interdisciplinary nature 
of the proposed competencies.

Relevance for HE teacher development

The framework’s progressive design (Figure 3) offers a structured 
path for HE  teachers to enhance and develop competencies for a 
successful GenAI integration in their teaching practices. The 
progression from the initial stages of developing and enhancing 
fundamental competencies to the attainment of proficiency in 
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GenAI-based teaching and assessment, incorporated within an 
educational paradigm of continuous learning, guides HE teachers to 
prepare for these new professional demands. Competencies like 
GenAI-enhanced instruction, for instance, empower teachers to create 
innovative classroom content and novel interactions, while 

GenAI-assisted assessment seeks to facilitate educators with tailored 
and efficient evaluation process.

Additionally, the framework underlines the importance of 
having clear policies and ethical guidelines to help teachers make 
decisions to enhance the teaching and learning process. As 

FIGURE 3

Conceptual model for GenAI integration in HE.

FIGURE 4

(i) minor wording refinements for terminological consistency (“AI & GenAI Literacies”, “Technical literacy foundations”, “Integrated capabilities”, “Core 
capabilities”, arrow now reads “Professional development (ongoing)”, legend subtitled “Capability clusters”); (ii) bullet list streamlined (“Communication” 
instead of “Communication skills”); (iii) caption updated to: Progression model for educator capability development (competencies + literacies) for 
GenAI integration in HE.
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Annapureddy and Fornaroli (2024) argue, teachers must navigate 
new ethical and legal considerations, reinforcing the need for explicit 
policy frameworks.

Propositions for further research and 
applications

The development of this competency framework for GenAI 
integration in education displays several opportunities for future 
research. The authors believe that three major research opportunities 
could be addressed, namely:

Empirical validation—As theoretical construct, the proposed 
framework, requires future empirical research to validate the five-step 
progression model, focusing on its application in practical 
classroom settings.

Targeted training programs—Further research is also required for 
the development of targeted development programs tailored to 
HE  teachers, focusing on the progression proposal and the 
interrelation of the three axes: pedagogy, GenAI, and ethics.

Policies support system—It is also important for future research to 
enhance understanding the impact and importance of well-structured 
policies and support systems to enhance teaching training 
opportunities and support the integration of GenAI into 
educational practices.

Limitations

When interpreting the results of this study, it is important to 
recognize its limitations considering the scope defined by the authors. 
The analysis and literature review focused exclusively on peer-
reviewed studies and policy frameworks from recognized institutions. 
The authors acknowledge that there is a vast amount of gray literature 
and unofficial professional practice documents available. Given that 
these documents were excluded, this work potentially omits relevant 
non-indexed information. This underscores the need for the identified 
competencies and their definitions to be  periodically reviewed to 
remain relevant, especially in light of the rapid evolution of GenAI 
tools and educational applications.

Moreover, there is a potential for linguistic and geographic bias 
due to the inclusion criteria being restricted to documents published 
in Spanish and English. Lastly, although AI-assisted techniques were 
used during the coding process, the lack of conventional inter-coder 
reliability metrics suggests that this work could benefit from additional 
empirical validation.

Conclusion

The main goal of this study was to identify the essential competencies 
that HE  teachers need to incorporate GenAI effectively into their 
teaching practice. Results from both quantitative and qualitative 
approaches showed that existing literature and guiding frameworks 
(such as DigCompEdu and UNESCO’s AI Competency Framework) 
address AI literacy broadly, and do not offer definitions or a progression 
guide to support GenAI-based teaching practices. The proposed five-step 
competency model offers HE teachers a development path that evolves 
from basic AI literacy to GenAI-powered education. The three-axis 

framework (pedagogy, AI, and responsible AI) for developing GenAI 
competency proposes a balanced approach that integrates technical 
expertise and teaching strategies within an ethically grounded, domain-
specific structure. This ensures that HE teachers develop the required 
technical literacy while fostering robust pedagogical applications, 
supported by a growing ethical, legal and social mindset of GenAI 
integration in education.

As a future step, the authors plan to undertake an empirical 
validation with HE teachers to evaluate how these competencies align 
with their needs and expectations. By gathering insights directly from 
our target audience—higher education teachers—we aim to test, refine 
and validate the framework based on the perspectives of real 
professionals. This validation process could also ground the design of a 
targeted teacher training program, ensuring that it addresses the specific 
needs and skill gaps identified by HE  teachers themselves. Beyond 
empirical validation, there is also a need to explore how GenAI and AI 
institutional policies shape the integration of GenAI into education. By 
designing the GenAI framework, this study may lay foundations for a 
more informed, adaptable, and effective approach to integrating GenAI 
into HE teaching, ultimately empowering teachers to harness the full 
potential of GenAI in education.
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validation and text edition (QuilBot, DeepL), figures creation 
(Napking AI) initial concepts and literature exploration (Litmaps, 
Connected Papers, Elicit and STORM) and for applying chain-of-
thought (CoT) prompting allowing exploratory to depth analysis 
(ChatGPT). In addition, webQDA (a CAQDAS) and R Bibliometrix 
(bibliometrics analysis) were used to execute quantitative and 
qualitative data analysis.
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