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Learning diaries are reflective tools, often used as formative assessments in

adult education with the aim to promote cognitive and metacognitive learning

strategies. As grading of and feedback on learning diaries is e�ortful for teachers,

artificial intelligence (AI) may assist teachers in evaluating learning diaries. A

prerequisite is that AI’s ratings show high accordance with the teachers’ ratings.

AI accuracy, measured via absolute accuracy and bias, is the focus of the

current study with N = 540 learning diary entries focusing on learning strategies,

seven teachers, and ChatGPT-4o. Findings revealed that AI evaluations align

closely with teacher assessments, indicated by high overall accuracy and low

bias. Interestingly, the accuracy varied based on the types of learning strategies

assessed in the diaries. Additionally, individual teacher assessments influenced

the alignment between human and AI evaluations, suggesting that teachers

applied their profession-specific expertise to the assessment process while AI

produced somewhat generic evaluations. Overall, the study results indicate that

AI can enhance the e�ciency of formative assessments while providing timely

feedback to learners.
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1 Introduction

The future of learning and assessment is expected to change significantly, with

formative assessments gaining importance (Bürgermeister and Saalbach, 2018). Open

assessment formats such as learning diaries aim to support learning and foster reflection

on professional practices (Alt et al., 2022; Chang et al., 2016; Campbell et al., 1999; Trif and

Popescu, 2013). However, their evaluation remains time-consuming. Integrating artificial

intelligence (AI) into the evaluation process can providemeaningful support for teachers in

the assessment process (Järvelä et al., 2025; Molenaar, 2022), thereby enabling immediate

feedback to learners (Mao et al., 2024).

Against this background, the present study investigates the potential of AI as a teaching

assistant in formative assessment settings. More specifically, it examines the accuracy

and bias of AI-supported assessment in the context of reflective learning diaries in adult

education. Drawing on a multiple-rater design, the study explores the extent to which (a)

the type of learning strategy assessed and (b) the individual teacher influences the level of

agreement between human and AI-based evaluations.
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2 Theoretical concepts

2.1 Learning diaries

In an open learning diary, learners write about their own

learning in a reflective way with the aim to deepen their knowledge

and to apply learning strategies (Chang et al., 2016; Naujoks and

Händel, 2020). By structuring open learning diaries in alignment

with different types of learning strategies, namely cognitive and

metacognitive strategies (Glogger et al., 2012; Nückles et al., 2009;

Wilkens, 2020), learners receive targeted support in tracking their

progress and engaging in systematic reflection (Schmitz andWiese,

2006; Wallin and Adawi, 2018).

2.1.1 Cognitive learning strategies
Organization and elaboration strategies are cognitive learning

strategies with the goal to help learners process, memorize, and

retrieve information. Organizational strategies are used to structure

knowledge (e.g., via summarizing) with the aim to transform

learning content into a readily comprehensible and retrievable

form that allows for the systematic integration of information into

existing memory structures (Winne, 2001). Elaboration strategies

inherent more complex cognitive processes and focus on linking

new information with prior knowledge or allow for a transfer of

information learned to new contexts (Marton and Säljö, 1976).

2.1.2 Metacognitive learning strategies
Metacognitive strategies help learners to monitor current

understanding or problems regarding their learning process (e.g.,

identifying knowledge gaps) and to regulate future learning.

Overall, especially metacognitive strategies play an important role

in the success of the self-regulated learning process with positive

effects on academic performance as indicated by meta-analyses

(Anthonysamy et al., 2020; Broadbent and Poon, 2015).

In line withmodels of self-regulated learning, which encompass

both cognitive and metacognitive processes, empirical research on

learning diaries suggests that both types of strategies influence each

other and therefore require the intertwined use of all strategies

(Nückles et al., 2009; Roelle et al., 2017).

2.1.3 Guiding question for each learning strategy
Following Wilkens (2020), learning diaries can be structured

along the three core learning strategies discussed above—

organization, elaboration, and metacognition. To support learners

in applying these strategies reflectively, Wilkens (2020) proposes

the use of guiding prompts:

1. Organization: How can I summarize the central content of

the topic?

2. In-depth elaboration: What connections can I make to my

prior knowledge?

3. Transfer-supporting elaboration:Where and how can I apply the

presented theories or models in practice?

4. Metacognition: What will I do next to clarify remaining

questions or to deepen my understanding?

However, the open format of learning diaries makes evaluation

as well as feedback time-consuming. Hence, the current study

investigates how AI can support teachers in the assessment process

of learning diaries.

2.2 AI in assessment

Integrating AI into assessment practices is highly

transformative. While traditional assessment systems are often

perceived as burdensome, discrete, uniform, inauthentic, and

antiquated (Mao et al., 2024; Swiecki et al., 2022), AI-based

assessment practices could offer a “paradigm shift” (Agostini

et al., 2024, p. 3) especially with regard to evaluating performance.

For example, AI can automatically grade tasks and provide

immediate feedback to learners, thus enabling adaptive assessment

experiences and simultaneously reducing the workload for

educators—especially in formative assessment settings.

2.2.1 AI in grading
Trained AI tools showed reliable and valid outcomes when

automatically grading closed and open short-answer questions in

several domains like programming education (Grivokostopoulou

et al., 2017; Messer et al., 2024) or written and oral tasks in

language assessment contexts (Huang et al., 2023; Kumar and

Boulanger, 2020). In contrast, generative AI models not specifically

trained for educational assessment purposes, such as ChatGPT,

so far led to ambivalent results of agreement between human

and AI assessments when grading open answer questions and

essays (Alers et al., 2024; Kooli and Yusuf, 2024; Lundgren, 2024).

Nevertheless, their broad accessibility for non-specialist users and

the lack of development-related implementation costs render them

a potentially attractive solution for educational settings.

2.2.2 AI and learning diaries
As learning and assessment are increasingly “shifting from

product-focused to process-focused assessment” (Corbin et al.,

2025, p. 7), learning diaries may gain importance due to their ability

to capture learners’ metacognitive and reflective processes. Initial

research has also explored AI-assisted grading of reflective essays in

higher education (Awidi, 2024), yet the extent to which generative

AI aligns with human ratings in evaluating structured and open

learning diaries remains unexplored.

2.3 Research questions

This study investigates learning diary assessments performed

by teachers and AI, namely the ChatGPT-4o model by OpenAI.

The aim of the current study is to analyze the agreement between

teachers and ChatGPT-4o by examining four separately assessed

learning strategy categories of a learning diary in adult education.

The first research question focuses on the differences between

the four learning strategy categories, which are based on different

information processing levels:
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FIGURE 1

The assessment process at velpTEC GmbH.

RQ1: To what extent does the AI-teacher agreement vary across

and between the learning strategy categories assessed in the

learning diaries?

Additionally, teacher-specific patterns are studied:

RQ2: To what extent does the AI-teacher agreement vary by

teacher across the four learning strategy categories?

3 Methodology

3.1 Sample

Between June and September 2024, 135 learners1 of a publicly

funded continuing education program in Germany submitted each

four digital learning diaries as graded formative assessments.2

Each diary was independently assessed by one of seven teachers

(human raters)3 and ChatGPT-4o. The study was conducted at

velpTEC GmbH, an adult education institute, and was reviewed

and approved by the institute’s and Friedrich-Alexander Universität

Erlangen-Nürnberg data protection officers.4

1 Learners submitted between two and eleven learning diary entries

depending on the duration of their continuing education program (n = 573).

For analytical purposes, we selected learners who had submitted exactly four

entries (n = 135), as this was the most common submission frequency and

provided a standardized basis for formative assessment.

2 No additional personal data of the learners were collected as part of the

study. Since the assessment was implemented within the regular workflow

of continuing education programs at velpTEC GmbH, which prepare

participants for evolving professional roles in areas such as information

technology, the study relied exclusively on existing instructional processes.

In line with the applied nature of the setting and to minimize data collection,

no further demographic information was gathered.

3 No additional personal data of the teachers were collected as part of the

study.

3.2 Object of investigation

The study used a digital, open, and structured learning diary

comprising four learning strategy categories (Wilkens, 2020).

Learners responded to four categories—organization, in-depth

elaboration, transfer-supporting elaboration, and metacognition—

in free-text form (Wilkens, 2020).

3.3 Study design and procedure

Overall, learners could achieve a maximum of eight points

across the four categories at each measurement occasion. Teachers5

as well as AI were trained to evaluate criteria-based per learning

strategy category.

Both, the teachers and the AI assessed the learning diaries (see

Figure 1). A prompt created by the educational institute supported

the ChatGPT-4o model. Only the content of the learning diary

was transmitted to the AI, and no additional personal data was

provided for teachers or AI. During the evaluation process, teachers

4 Additionally, all stakeholders were informed and instructed that

participation in the study would not lead to any form of discrimination

or employment-related disadvantages. Accordingly, the teachers’ data

were anonymized.

5 In preparation for the study, all participating teachers were introduced

to the learning diary as an assessment format and the associated evaluation

criteria in April 2024 (Wilkens, 2020). Sample solutions were provided and

discussed in weekly workshops to support their understanding, following the

concept of informed judgment (Südkamp et al., 2012). In addition, individual

sessions were held in which an expert reviewed example diary entries with

each rater and answered specific questions regarding the assessment format

and evaluation standards. In May 2024, teachers corrected learning diaries

without AI being present. This extensive preparation was necessary, as the

learning diary was not commonly used in the funded continuing education

sector, and none of the seven raters had prior experience with this format.
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TABLE 1 Descriptive statisticsM (SD) for overall absolute accuracy and

bias of ChatGPT-4o regarding learners’ performance (in relation to the

human raters and aggregated over all learning strategy categories).

Human
rater

N Overall absolute
accuracy

Overall bias

Overall 135 93.26 (7.31) 1.09 (7.71)

Rater 1 25 94.75 (4.58) −2.25 (5.30)

Rater 2 19 91.45 (6.15) 5.26 (7.44)

Rater 3 17 92.64 (8.04) 1.10 (8.90)

Rater 4 13 93.57 (7.27) −3.13 (7.86)

Rater 5 19 91.61 (10.26) 3.13 (8.20)

Rater 6 23 97.69 (5.43) −0.14 (4.76)

Rater 7 19 89.80 (7.13) 3.95 (9.13)

received AI-generated suggestions including a score and short

rationale (Swiecki et al., 2022). Teachers then recorded their final

human evaluation per learning strategy category. This workflow is

illustrated in detail in Figure 1.

3.4 Measurement of learners’ performance

The assessment of the learning diary entries followed an

analytic scoring model (Jönsson et al., 2021) with 0 to 2 points

assigned per learning strategy category. A score of 2 indicated

a high-quality response with well-reasoned and differentiated

engagement; a score of 1 reflected a surface-level but sufficient

response; and 0 points were given when the category was not

addressed or the response lacked meaningful engagement.

3.5 Data analyses

3.5.1 AI-teacher agreement
For the evaluation of the AI-teacher agreement, the teacher

ratings served as the reference. Therefore, we adapted the

established measures absolute accuracy as well as a bias by

Schraw (2009) to AI-assessment. While the original scores consider

differences of learners’ actual and self-judged performance,

accuracy and bias in our study are based on differences between

the human and AI ratings using the same formulas.

Absolute accuracy represents the summed absolute difference

between the teacher rating and the ChatGPT-4o rating over all

four measurement occasions. By transforming this difference into

a percentage score, the maximum value of 100 indicates a perfect

match between the human and AI ratings. Bias was calculated as the

difference between ChatGPT-4o ratings and human ratings (range

from −100 to 100). It reveals the extent to which ChatGPT-4o

overestimated (positive value) or underestimated (negative value)

the learners’ performance relative to the human rating that served

as a relative reference point for this comparison. A value of zero

signifies balanced judgments. Absolute accuracy and bias were

calculated for each learning strategy category as well as for overall

AI-teacher agreement across the categories.

3.5.2 Statistical analyses
A multivariate mixed design based on the ANOVA procedure

with the four learning strategy categories as repeated measures

(within-subjects factor), assigned teacher (between-subjects factor),

and absolute accuracy and bias (dependent variables) was

conducted to test for AI-teacher agreement. The influence of the

learning strategy categories on AI-teacher agreement was analyzed

by the within-subjects effects (RQ1). Additionally, the interaction

effect between the learning strategy category and assigned teacher

on the AI-teacher agreement was tested to answer RQ2.

4 Results

4.1 AI-teacher agreement

All accuracy measures indicated an overall high AI-teacher

agreement. The descriptive values in Table 1 show, that average

overall absolute accuracy was close to the possible maximum of

100%, indicating a high agreement between teachers and ChatGPT-

4o regarding learners’ overall performance. Bias indicated a

slight overestimation by ChatGPT-4o of learners’ performance

in relation to the human ratings when summarizing all four

learning categories.

4.2 Category-specific di�erences in
AI-teacher agreement (RQ1)

Both accuracy measures of AI-teacher agreement (see Table 2)

showed significant differences between the four learning strategy

categories, indicating that AI can evaluate learners’ performance

more accurately for some strategies than others (see Tables 3, 4).

The results of the multivariate mixed-design revealed a significant

main effect for the learning strategy category, F(6, 768) = 6.08, p <

0.001, ηp² = 0.05. According to Cohen (1988), this effect size was

small to medium. The differences were small for absolute accuracy

and medium for bias. The Greenhouse-Geisser adjustment was

used to correct for violations of sphericity. Post-hoc tests showed

significant differences between the learning strategy categories (see

different letters in Figures 2A, B). The learning strategy category of

metacognition yielded a bias closest to zero (see Table 2). Together

with the high absolute accuracy of this category, this points to a high

AI-teacher agreement without underestimating or overestimating

the category of metacognition by the AI.

4.3 Rater independence of
category-specific di�erences in AI-teacher
agreement (RQ2)

In addition to differences due to the learning strategy category,

the results of the multivariate mixed design revealed a significant

main interaction effect between the learning strategy category and

teacher, F(36, 768) = 2.15, p < 0.001, ηp² = 0.09. This interaction

effect became significant for both absolute accuracy and bias (see

Tables 3, 4). All effect sizes were of medium size and indicated that

the agreement differences between learning strategy categories were
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FIGURE 2

Pairwise comparisons of category specific absolute accuracy (A) and bias (B) between ChatGPT-4o and human raters. Di�erent letters point to

significant di�erences between learning strategy categories. Error bars show standard errors. Positive (negative) values indicate an overestimation

(underestimation) of learners’ performance by ChatGPT-4o in relation to the human ratings.

dependent from the teacher the learning diaries were assigned to.

Differences between raters regarding absolute accuracy and bias are

displayed in Figures 3A, B.

5 Discussion

5.1 Category-specific di�erences in
AI-teacher agreement (RQ1)

This study examined the feasibility of using a publicly available

AI model, guided by a customized prompt, to support teachers in

assessing learning strategy categories recorded in learning diaries

for adult education, with particular emphasis on two distinct

accuracy measures. The AI-teacher agreement between ChatGPT-

4o and human raters varied significantly across learning strategy

categories. While absolute accuracy was consistently high across

all four categories—indicating overall adequate AI performance—

substantial differences emerged in bias: ChatGPT-4o tended to

overestimate learner performance in in-depth elaboration and

transfer-supporting elaboration, whereas metacognition yielded

only minimal bias.

The differences in bias values might be explained as

follows: AI overestimated the quality of learners’ diary entries
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TABLE 2 Descriptive statisticsM (SD) for absolute accuracy and bias regarding the four learning strategy categories.

Agreement Organization In-depth
elaboration

Transfer-supporting
elaboration

Metacognition

Absolute accuracy 92.69 (10.73) 91.94 (11.48) 94.17 (9.99) 94.26 (9.00)

Bias -2.13 (12.46) 3.06 (11.48) 2.69 (9.46) 0.74 (9.99)

TABLE 3 Results of the multivariate mixed design for di�erences in

absolute accuracy between the within-subjects factor learning strategy

categories, the between-subjects factor teacher, and their interaction.

E�ects F df p η
2
p

Learning strategy category 2.88 (2.69, 343.73) 0.042 0.02

Teacher 142.55 (6, 128) 0.011 0.12

Learning strategy category x

teacher

2.48 (16.11, 343.73) 0.001 0.10

TABLE 4 Results of the multivariate mixed design for di�erences in bias

between the within-subjects factor learning strategy categories, the

between-subjects factor teacher, and their interaction.

E�ects F df p η
2
p

Learning strategy category 9.40 (2.82, 361.46) <0.001 0.07

Teacher 180.96 (6, 128) 0.004 0.14

Learning strategy category x

teacher

1.99 (16.94, 361.46) 0.011 0.09

in the categories in-depth elaboration and transfer-supporting

elaboration. Teachers, with their expertise in profession-specific

applications, may be better trained to provide nuanced assessments

of practical examples and transfer—both of which are critical

in these categories. It is possible that ChatGPT-4o lacks the

contextual understanding necessary to accurately evaluate these

aspects, resulting in a systematic overestimation of learner

performance. Lundgren (2024), for example, also observed that

AI tends to apply assessment criteria more “optimistically” and

“politely” than human raters. As a result, essential regulations

in learning may not be feedbacked, since the AI may fail to

detect certain learner deficits, leaving them unaddressed. By

contrast, in the category metacognition, AI demonstrated the

highest absolute accuracy and the lowest bias. Within semi-

automated assessment settings, this category thus appears to be a

promising candidate for partial automation (Molenaar, 2022). This

is further supported by the fact that metacognition is conceptually

distinct from other learning strategy categories, allowing for clearer

boundaries in automated evaluation and potentially reducing

teacher workload. While these results are encouraging, the

potential for automation of metacognitive assessment must be

interpreted with caution. Although AI achieved high accuracy

and low bias in this category, it remains unclear whether the

AI captures the qualitative patterns that teachers attend to in

metacognitive reflection.

In terms of full automation, learners can be provided with

transparent access to the AI-based evaluation and can use this

to make potential learning improvements and therefore support

the self-directed learning process. This allows learners to critically

evaluate their learning progress, identify strengths and weaknesses,

and refine their learning strategies accordingly. This aligns with

findings from Roe and Perkins (2024), who highlight that AI

has the potential to enhance self-directed learning and to foster

autonomy by offering on-demand, personalized assistance. Future

research could explore howAI-assisted evaluation can be optimized

to further strengthen self-directed learning in adult education.

In addition to that, longitudinal studies comparing groups with

immediate AI-generated feedback to those receiving delayed

feedback from human teachers could help determine which type of

feedback more effectively fosters sustained learning development

(Henderson et al., 2025).

5.2 Rater independence of
category-specific di�erences in AI-teacher
agreement (RQ2)

The results of the multivariate mixed design indicated

a significant interaction effect between the learning strategy

categories and the teachers. This finding suggests that inter-

rater agreement differences between ChatGPT-4o and teachers

depend on the specific teacher. Within a heterogeneous pool of

educators, ChatGPT-4o’s grading may be interpreted not as a

deviation from a universal “true” score, but as a distinct assessment

style. Thus, ChatGPT-4o may serve as an additional assessor

complementing the human grading team rather than replacing it

(Gentile et al., 2023; Lameras and Arnab, 2022). However, it should

be noted that each teacher assessed a different set of learning diary

entries, which means that no direct inter-rater agreement among

teachers could be calculated. This lack of overlapping assessments

represents a potential limitation of the study. Accordingly, future

research should include overlapping ratings to clarify whether

differences in AI agreement are due to rater effects or variations

in learner texts. An additional limitation concerns the potential

influence of AI-generated suggestions on teacher judgments.

Since teachers had access to ChatGPT-4o’s scoring and rationale

before recording their final decisions, anchoring effects cannot be

ruled out. This may have affected the independence of human

evaluations and should be considered when interpreting the

AI-teacher agreement.

6 Conclusion

The study examined the agreement between teachers and

ChatGPT-4o in assessing learning diaries in adult education.
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FIGURE 3

Di�erences in absolute accuracy (A) and bias (B) of ChatGPT-4o between human raters across the learning strategy categories. Error bars show 95%

confidence intervals.

Results showed that AI-teacher agreement varied depending on

both the type of learning strategy and the individual teacher.

As a result, human expertise remains essential—particularly in

evaluating elaboration strategies that require contextual and

domain-specific judgment. At the same time, the high overall

accuracy and low bias suggest that ChatGPT-4o may serve as

an additional assessor complementing the human grading team

rather than replacing it. From this perspective, the integration of

ChatGPT-4o can be seen as a step toward hybrid intelligence, in

which human expertise and AI-generated assessments complement

each other (Dellermann et al., 2019). In such systems, the goal

is not to replace human judgment, but to enhance it through

collaborative evaluation processes. Practically, this may provide

educators with immediate secondary input and foster more

differentiated and reflective assessment practices. Future research

should investigate how hybrid intelligence systems affect teacher

judgment and the quality of formative assessments in diverse

educational contexts.
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