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Introduction: Artificial intelligence tools like ChatGPT and DeepSeek are increasingly shaping higher education. However, their integration into student learning remains underexplored. This study investigates how university students in South Africa use AI-based tools in their academic practices and the specific tasks these tools support. It also examines the ethical challenges and considerations arising from their use, highlighting the need for structured institutional guidelines.

Methods: A qualitative approach was employed, involving in-depth semi-structured interviews with 50 students from four South African universities.

Results: Findings reveal that students widely but informally use AI tools for tasks such as essay writing and assignment preparation. The absence of formal institutional guidance has led to ethical ambiguities and inconsistent usage practices.

Discussion: The study accentuates the urgency for universities to develop institutional AI frameworks. These frameworks should promote the responsible and effective use of AI tools while addressing academic support needs and ethical considerations in higher education.
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1 Introduction

Artificial intelligence technologies are also fast changing higher education worldwide, shaping student learning, teaching, and assessment practices at institutions (Dwivedi et al., 2021; Kumar, 2024). In the South African context, the change is taking place in an environment with its own complexities characterized by historical inequalities, digital divides, and institutional capacities that vary. The majority of the students are first-generation university students with little access to technology. These conditions make it promising yet problematic to implement AI in education (Khoalenyane and Ajani, 2024; Bosch et al., 2023).

Students in South Africa are using ChatGPT and DeepSeek for learning, with instant feedback and efficient access (Chauke et al., 2024; Firat, 2023; Crček and Patekar, 2023). This, however, raises ethical as well as institutional issues. Students are faced with questions regarding authorship, originality, as well as the extent to which AI support in assignments is ethically justifiable. These are the issues of academic integrity, data privacy, and intellectual autonomy (Khatri and Karki, 2023; Ajlouni et al., 2023). The problems are unclear AI policies, heterogeneous digital infrastructure, and disparate staff capacity for managing AI learning (Rapanyane and Sethole, 2020; Kamukapa et al., 2025).

Global scholarship on AI in universities is largely focusing on institutional benefits and teacher innovations with minimal consideration of informal, student-driven AI uses and their ethical implications (Rabatseta et al., 2024; Opesemowo and Adekomaya, 2024). This is especially the case in South Africa where students use AI tools on their own, particularly in less resourced schools and those with unequal digital access (Chauke et al., 2024; Khoalenyane and Ajani, 2024). There has been research on the institutional use of AI, with Khoalenyane and Ajani (2024) explaining how personalized learning and predictive analytics improve academic performance. Sanders and Mukhari (2024) talk about AI's role in individualized learning but stress the need for institutional investment. Cele et al. (2025) illustrate the accounting curriculum adapting through the incorporation of 4IR skills.

Despite these findings, there remains limited empirical attention to how students themselves adopt and navigate AI tools. The Unified Theory of Acceptance and Use of Technology (UTAUT) is a useful framework for analyzing this. It helps explain both individual motivations—such as perceived usefulness, ease of use, and social influence—and broader structural barriers, including institutional support and technology access (Kamukapa et al., 2025). UTAUT thus enables a dual analysis of user behavior and environmental constraints.

Drawing on the Unified Theory of Acceptance and Use of Technology (UTAUT), this paper examines how university students in South Africa incorporate AI tools, such as ChatGPT and DeepSeek, into their learning practices. It explores the motivations, barriers, and ethical considerations shaping students' AI adoptions and usage. The paper employs a qualitative design focusing on students drawn from four universities in the KwaZulu-Natal province (Durban University of Technology, University of KwaZulu-Natal, Mangosuthu University of Technology, and University of Zululand), South Africa, to understand how AI tools are utilized to support academic tasks and the broader ethical implications of the tools on students' learning experiences. Two empirical questions guide this inquiry:

i. How are university students in South Africa integrating AI-based tools, such as ChatGPT and DeepSeek, into their academic practices, and what specific tasks do these tools primarily support within their studies?

ii. What challenges and ethical considerations arise from the use of AI tools among students, and how can universities develop structured guidelines to facilitate responsible and effective use of these technologies in academic contexts?

Following this introduction, the paper is structured as follows. Firstly, it discusses the UTAUT as the theory that underpins the study. The second section reviews relevant literature on the use of AI among university students and the ethical concerns around its use. The paper then focuses on the research methodology used to collect and analyse data. After that, the findings from the participant's responses are presented and analyzed. The last section discusses these findings and then provides concluding remarks.



2 Theoretical underpinnings


2.1 Unified theory of acceptance and use of technology (UTAUT)

The Unified Theory of Acceptance and Use of Technology (UTAUT) model, developed by Venkatesh et al. (2003), offers a comprehensive framework for understanding the factors influencing technology adoption (Kelly et al., 2023; Chen et al., 2024). It is highly relevant to this study, which examines how South African university students integrate AI-based tools like into their academic practices. UTAUT aligns with the study's objectives by exploring how performance expectancy, effort expectancy, social influence, and facilitating conditions impact students' acceptance and usage behaviors in higher education (Acosta-Enriquez et al., 2024). By applying UTAUT, this study addresses existing gaps in the literature on informal, student-driven AI tool adoption, thereby contributing to the discourse on individual-centric and institutional support for AI in academia.

UTAUT was conceptualized by synthesizing eight prominent models of technology acceptance, including the Technology Acceptance Model (TAM) and Theory of Planned Behavior (TPB) (Kanont et al., 2024; Li, 2023). Since its inception, UTAUT has been adapted for diverse sectors such as healthcare and education, demonstrating flexibility across cultural and contextual domains (Mulaudzi and Hamilton, 2024). The model's applicability to higher education has gained traction, particularly in studies assessing students' intentions and behaviors related to emerging educational technologies (Obenza et al., 2024; Zou and Huang, 2023). This adaptability underscores its relevance in analyzing how students perceive AI tools like within the university context, emphasizing behavioral intentions driven by performance expectations and ease of use.

In the UTAUT model, four core constructs are pivotal in understanding students' adoption of AI tools in higher education. Performance expectancy, which gauges a technology's perceived usefulness, is crucial as students are more likely to use AI tools like ChatGPT if they believe they enhance academic performance and learning efficiency (Kelly et al., 2023; Chen et al., 2024). Research indicates that such tools increase productivity and optimize learning outcomes (Li, 2023). Effort expectancy, or the perceived ease of use, also plays a significant role; students tend to adopt technologies that are intuitive and simple to integrate into their routines, with ChatGPT's user-friendly interface exemplifying this characteristic (Kanont et al., 2024; Obenza et al., 2024). Social influence, the degree to which adoption is encouraged by peers or institutional recommendations, further impacts student uptake, especially where peer endorsements or academic expectations align with technology use (Acosta-Enriquez et al., 2024; Mulaudzi and Hamilton, 2024). Lastly, facilitating conditions assess the available resources and institutional support for technology use, which can vary significantly in South African universities. Technical support and infrastructure availability will likely shape student adoption, especially in environments where formalized structures for AI use are limited (Zou and Huang, 2023; Chen et al., 2024). Together, these constructs provide a comprehensive lens for analyzing the motivations and barriers to AI adoption among students.

Although UTAUT is robust, it has been criticized for its complexity and lack of parsimony, which may limit its generalizability (Acosta-Enriquez et al., 2024). Additionally, UTAUT has been critiqued for underrepresenting subjective aspects, such as ethical considerations and trust, that are increasingly relevant in AI adoption studies (Chen et al., 2024; Zou and Huang, 2023). This study seeks to address these limitations by integrating qualitative insights from students to capture ethical concerns associated with AI tools like ChatGPT, adding depth to UTAUT's application in educational contexts. Despite its weaknesses, UTAUT's constructs informed the research design by developing the interview guide for the interview questions. Constructs such as performance expectancy and social influence were integral in structuring questions that elicit students' motivations, perceived benefits, and social pressures related to AI use. This approach ensures that the data collection is aligned with UTAUT's framework, allowing for a comprehensive analysis of AI acceptance factors among students in South Africa (Kanont et al., 2024; Li, 2023).

UTAUT provides a robust theoretical foundation for analyzing students' use of AI tools, emphasizing the importance of expectations, ease of use, social dynamics, and resource availability. Applying UTAUT, this study contributes valuable insights into how students independently adopt AI in educational settings.



2.2 AI ethics framework

To complement the Unified Theory of Acceptance and Use of Technology (UTAUT), this study adopts an AI Ethics Framework to critically explore the ethical dimensions of artificial intelligence adoption in South African higher education. UTAUT allows analysis of user intentions and conditions but does not have ethical issues and system issues related to AI. An AI Ethics framework allows for a holistic analysis by focusing on fairness, accountability, transparency, and power dynamics within AI learning ecosystems (Memarian and Doleck, 2023; Holmes et al., 2022).

Artificial intelligence in higher education raises ethical issues like authorship, data privacy, algorithmic bias, and the line between facilitation and academic cheating (Slimi and Carballido, 2023; Chauke et al., 2024). Tools like ChatGPT and DeepSeek help students do assignments faster, yet they heighten plagiarism issues and less critical thinking (Sam and Olbrich, 2023; Airaj, 2024). In South Africa, access to digital resources is not equal and works to exacerbate gaps and challenge the fairness of AI-supported learning (Patel and Ragolane, 2024; Opesemowo and Adekomaya, 2024).

The AI Ethics Framework supports the two research questions of the study. The first research question regarding the integration of AI tools focuses on fairness and agency, which manifests the autonomy of students within limits. The second question regarding ethical concerns aligns with the framework's focus on transparency and moral governance. The AI Ethics Framework, together with UTAUT, offers an understanding of individual behavior and systemic forces affecting AI adoption in higher education.



2.3 Socio-technical systems theory (STS)

Socio-Technical Systems (STS) Theory analyzes social and technical interactions within organizations. The best performance, it states, happens when both social (people, structures, norms), and technical (tools, infrastructure, processes) aspects are optimized simultaneously (Yu et al., 2023). The theory perceives technology adoption as motivated by institutional culture, values, and the behavior of people (Kudina and van de Poel, 2024).

Key STS principles are optimization, flexibility, and mutual shaping. Technology must be tailor-made to user needs and institutional goals (Owusu, 2024). In an educational context, AI tools like ChatGPT and DeepSeek can aid instruction by addressing specific issues (Tarisayi, 2024). Institutions must be flexible in infrastructure and ethical leadership to utilize AI correctly.

STS theory complements UTAUT by extending beyond individual behavioral intentions to include the institutional and technical environment. It also supports the AI Ethics Framework by emphasizing human-centered values, participatory design, and transparency in technology use (Swist and Gulson, 2023). This theory underpins the study's research questions. The first question examines how students utilize AI tools in learning. STS analyzes this by examining the relationship between technology, institutional support, and social norms (Alshahrani et al., 2024). The second question touches on ethics and policy matters. STS provides means to evaluate the effects of structural voids, such as undefined policies, uneven access, and poor training, on the ethical deployment of AI (Thomas, 2024; Aseeri and Kang, 2023). Thus, STS allows this study to account for not only what students do with AI, but also how institutional ecosystems either enable or constrain those practices. It foregrounds the interdependence of people, policies, and technologies in shaping educational futures.




3 Literature review


3.1 AI integration in South African universities

Current research attests that university students in South Africa utilize AI tools, specifically ChatGPT and DeepSeek, in their academic work. Their responses, methods, and explanations vary institutionally. Chauke et al. (2024) report that students utilize ChatGPT to understand and build competencies and not solely for generating content. This is supported by Khraisha et al. (2023), who report that students utilize GPT-4 to break down difficult texts. But contrary to Chauke et al., who foreground AI as a scaffolding device for learning, Beck and Levine (2024) view AI as a support for creativity in the early stages of writing. This contrast suggests that while AI supports several activities, guidelines within institutions are fragmented, leading to disjointed usage effects.

Technical uses of AI, even in STEM disciplines, also vary by setting. Hassani and Silva (2023) show students applying ChatGPT to coding assignments, enhancing feedback loops. However, Kohnke et al. (2023) emphasize its use in mitigating linguistic barriers for non-native speakers of English. Such variation indicates the flexibility of AI tools in subject area, but it is also referred to as an absence of institutional contexts defining usage. Patel and Ragolane (2024) maintain that there are no consensus plans for the adoption of AI within the South African institutions, as posited by Lubinga et al. (2023), emphasizing that 4IR readiness is uneven. Zeb et al. (2025) contend that successful implementation of ChatGPT in learning and library environments relies on continuous digital literacy campaigns that are not present in the South African situation to a great degree.

Ethical issues are globally recognized but responded to differently. Cotton et al. (2024) and Storey (2023) warn against violations of academic integrity, yet Sam and Olbrich (2023) take it a step further, calling for AI ethics to be ingrained in institutional culture. Bond et al. (2024) call for community-wide frameworks to inform responsible use, yet South African universities are not many in taking up the call. Holmes et al. (2022) and Airaj (2024) both stress transparency and equity, yet institutional uptake is slow. Slimi and Carballido (2023) even internationally discovered policies on AI to be vague. Chan (2023) suggests a policy education model to bridge this divide in line with Zembylas (2023), who criticizes the Western bias of AI ethics and demands a decolonial stance, a view particularly pertinent in South African institutions characterized by structural inequality.

South African universities lag in institutional readiness. Opesemowo and Adekomaya (2024) noted that AI adoption is student-driven with minimal institutional regulation. This is consistent with Tarisayi (2024), who argues that AI adoption in South Africa is socio-technically uneven and infrastructurally incoherent. Shah et al. (2024) and Geok et al. (2024), writing on Pakistani universities, illustrate how institutional environments, policy certainty, and stakeholder engagement drive green and digital transformations, factors largely lacking in South African counterparts. One also finds this in Ullah et al. (2024), where financial literacy had a moderating effect on AI's performance, a factor one rarely encounters in South African AI policies.

Though students are adopting AI for scholarship, the absence of ethical guidelines, policy alignment, and institutional support can undermine long-term gains. The current research fills these lacunae through theoretically analyzing how students make sense of and negotiate AI adoption in the face of no linear instructions. It also unveils how unofficial use is configured through social, infrastructural, and ethical ambiguities, thereby going beyond instrumental superficialities of AI as a technology.



3.2 Ethical challenges of AI in student academics

Empirical studies reveal that students' informal, individualized use of AI presents significant ethical challenges. A growing body of research highlights concerns over academic integrity, specifically the potential for students to misuse AI tools in ways that undermine learning and academic standards (Cotton et al., 2024; Simpson, 2023). For instance, Simpson (2023) observed that AI-driven text generation tools facilitate plagiarism, allowing students to submit work that is not entirely their own. The study illustrates how AI tools intended for support can lead to “academic shortcuts” that compromise the authenticity of student submissions. Similarly, Zhai et al. (2024) argue that unsupervised AI use encourages dependency, where students rely on AI-generated solutions without developing their problem-solving skills.

Another ethical issue centers on data privacy and security. Cotton et al. (2024) discusses how AI tools require access to personal data, raising concerns about student privacy and data misuse. These authors argue that the absence of clear data protection guidelines leaves students vulnerable, especially when using third-party AI tools with unclear privacy policies. Additionally, AI algorithms often collect and process data from diverse sources, creating a risk of unintended data sharing (Cotton et al., 2024). The need for universities to consider these risks when permitting AI use in academic contexts is underscored by Huang (2023), who notes that students are rarely informed about the extent of data AI tools collect, leading to uninformed consent.

Access to AI tools also creates equity challenges. Ifenthaler and Schumacher (2023) highlight that informal use of AI in academic contexts may advantage students with access to advanced technology. Their study demonstrates that wealthier students with access to paid AI tools perform better academically compared to their less privileged peers. This unequal access perpetuates disparities, resulting in an “AI divide” that mirrors existing social and economic inequalities (Bell and Korinek, 2023; Akiba and Fraboni, 2023). This access imbalance highlights the need for universities to establish equitable structures for AI tool use.

Scholars advocate for the development of structured guidelines to promote responsible AI use in response to these challenges. A study by Liang (2023) suggests that universities adopt AI literacy programs to educate students on the ethical use of these technologies. Their research shows that students with a clear understanding of AI's limitations use it more responsibly, aligning with academic integrity. Likewise, Perino et al. (2022) propose mandatory AI training that addresses data privacy, encouraging students to make informed choices when selecting AI tools. They argue that structured guidelines combined with transparency policies can mitigate the risks associated with AI usage.



3.3 Institutional challenges

AI incorporation into higher education has led to differing institutional responses, with diverse states of readiness and governance. While AI holds the potential to improve teaching as well as administration, universities, specifically in South Africa, have mammoth challenges to overcome in actualizing the potential.

Literature suggests that AI policy implementation in higher education is disjointed. Sam and Olbrich (2023) theorize that institutions often have no coherent AI governance, and this leads to piecemeal and reactive approaches to ethical, pedagogical, as well as infrastructure requirements. It is stated by Chan (2023) that while some global institutions are coming up with AI policy education guidelines, most universities are falling short in keeping up with corresponding tech adoption through planning.

In South Africa, infrastructural inequalities, digital divides, and low institutional capacity compound the issues. Patel and Ragolane (2024) observe that as universities adopt AI tools like ChatGPT, policy or infrastructural support is patchy. Institutions are unable to properly deal with or train staff members and students in using AI in a responsible manner. This is particularly concerning in underprivileged institutions, where digital access and literacy are still unbalanced.

One of the primary issues is academic staff training. Airaj (2024) clarifies that universities invest little in AI literacy among lecturers, causing confusion when using AI tools. Sanders and Mukhari (2024) further state that while some lecturers acknowledge the value of AI in blended learning, others cannot effectively guide students or assess AI materials. This indicates a gap: technology is evolving, but the teaching corps is unprepared.

There is no overarching national AI policy in the South African higher education system. Bond et al. (2024) highlight the need for ethics-based alignment and consistent governance, yet universities operate in silos without any standardization. van Rensburg and van der Westhuizen (2024) propose a literacy-focussed approach to ethical AI but is primarily theoretical and yet to be tested. Zembylas (2023) criticizes the policy for its silence on digital neocolonialism and how AI tools will inevitably present Western perspectives, excluding local knowledge unless they are localized.

There are still gaps in knowledge about student navigation of absent AI policies. Chauke et al. (2024) reveal that postgraduate students use AI independently for success, exposing them to ethical danger and system unfairness. Your study fills this gap by focusing on student-centered application of AI in South African higher education and the effect of institutional silence on student attitudes, behavior, and ethics. Institutions engage with AI to some extent, but the absence of integrated policies, staff training, and infrastructure is significant. This study explores how these shortcomings affect student experiences and fosters better AI governance in South African universities.




4 Methodology


4.1 Research design

The research utilized a qualitative framework to examine students' experience and ethical deliberations on AI tools in education. Qualitative methods yield in-depth context on emerging phenomena like AI in higher education (Creswell and Poth, 2016). The design allowed the researcher to explore the comprehension and usage of AI tools like ChatGPT and DeepSeek among the students and their awareness of related policies and ethics (Merriam and Tisdell, 2016). Because of the absence of earlier studies on South African student-led AI practices, the qualitative exploratory design was suitable.



4.2 Participants

The study involved 50 university students drawn from four South African institutions: Durban University of Technology (DUT, n = 18), University of KwaZulu-Natal (UKZN, n = 15), University of Zululand (n = 10), and Mangosuthu University of Technology (MUT, n = 7). Participants were selected through convenience sampling, primarily via Facebook posts on student forums. While this method facilitated rapid recruitment, it may have excluded students without consistent internet access or social media engagement, particularly those from under-resourced backgrounds. This limitation is acknowledged, and future studies are encouraged to use broader recruitment methods to enhance representation (Muringa and Adjin-Tettey, 2024). Convenience sampling was deemed appropriate given the exploratory nature of the research and the objective of capturing diverse perspectives within the constraints of digital accessibility. The sample consisted of 31 female and 19 male students, ranging in age from 19 to 27, across various disciplines.



4.3 Data collection

Data were collected through semi-structured interviews conducted via Microsoft Teams, providing flexibility and ease of access for participants across different locations. Semi-structured interviews were selected for their ability to facilitate in-depth discussions while maintaining a focused structure aligned with the study's objectives (Muringa and Shava, 2024). An interview guide with eight open-ended questions directed the conversation toward critical areas. These include students' specific uses of AI, their understanding of ethical boundaries, and any perceived gaps in institutional support. Conducting interviews remotely allowed for broader accessibility and participant comfort, facilitating engagement with students from multiple universities (Muringa and Shava, 2025).



4.4 Data analysis

Data were analyzed using Braun and Clarke's (2006) thematic analysis, a widely accepted method for identifying and interpreting patterns within qualitative data. Each interview transcript was coded sequentially as Participant 1 through Participant 50. The thematic analysis approach provided a systematic approach to identify recurring themes and patterns in AI usage and ethical perceptions. The thematic analysis allowed for a rigorous, detailed examination of students' responses, uncovering themes related to task-specific usage, ethical ambiguities, and the need for institutional support (Braun and Clarke, 2006).

To provide trustworthiness, credibility, reliability, confirmability, and transferability guidelines were followed in the research. Member-checking was conducted with five participants to check transcript accuracy and thematic fit. An audit trail was kept, and analytic memos recorded interpretive decisions along the way.



4.5 Ethical considerations

The data collection procedure for the study adhered to the ethical research guidelines set out by the Human Sciences Research Council of South Africa. Participants were informed about potential risks and their right to withdraw at any time and were assured that their data would remain anonymous and confidential (British Psychological Society, 2018). All participants signed consent forms. Anonymity was maintained through pseudonym coding, and rigorous protocols were followed to protect participant confidentiality. These measures ensured the research was conducted responsibly and ethically, fostering trust and supporting data integrity throughout the study. As the researcher held a postdoctoral position during data collection, ethical sensitivity to power dynamics was prioritized, ensuring interviews were conversational and respectful to mitigate perceived hierarchies (British Psychological Society, 2018). These measures safeguarded participant wellbeing and promoted ethical rigor.




5 Findings

This section presents the key findings from the interviews conducted with South African university students on using AI-based tools, specifically ChatGPT and DeepSeek, within their academic practices. The findings are organized in response to the study's main research questions, focusing on how students integrate these tools into their studies, the tasks these technologies primarily support and the ethical considerations arising from their use. The thematic analysis highlights both the benefits and challenges experienced by students. It provides insights into their motivations for using AI and the need for structured guidance within academic institutions.


5.1 Integration of AI tools in academic practices and task-specific support

This section focuses on the diverse ways students integrate AI into their academic practices, illustrating its role as a flexible tool for foundational understanding and assignment preparation. In response to the first research questions, three themes emerged: Learning and Understanding Support, where students use AI for conceptual clarity and comprehension; Idea Generation and Structuring, where students leverage AI to brainstorm and organize academic content.


5.1.1 Learning and understanding support

The theme Learning and Understanding Support explores how students use AI-based tools like to aid comprehension of challenging academic material. Rather than solely relying on AI to complete assignments, students describe using it as an interactive resource for clarifying complex topics, thus bridging gaps in their understanding. The following excerpts from participant interviews provide insights into how students utilize AI tools for learning support. It emphasizes AI's significant role in their independent study practices.

Participant 45 described using ChatGPT to break down concepts that feel overwhelming, especially in technical subjects. The participant explains that AI tools act as a bridge by simplifying dense material. It helps them overcome learning obstacles without needing direct educators assistance.

Sometimes, especially with my science courses, the concepts feel so overwhelming. I'll sit there reading the same paragraph over and over, and it just doesn't make sense. That's when I turn to ChatGPT—I'll type in the part I'm stuck on and ask it to explain in simpler terms. It's like having a tutor available all the time. ChatGPT and DeepSeek breaks things down in a way that makes sense to me, and I can finally move forward with my work. (Participant 45)

Participant 2 described the role of AI tools in providing foundational knowledge that aids comprehension. They state that using AI to clarify terminology allows students to internalize key ideas, thus building their confidence in expressing these concepts independently.

Before I start writing an assignment, especially in subjects like economics, I usually ask ChatGPT to clarify certain terms or give me a rundown on key concepts. For example, last time, I wasn't sure about ‘market equilibrium,' so I asked, and it gave me a really good example that made things click. It's not like I'm copying what it says, but it helps me understand enough to put it in my own words. (Participant 2)

A participant from the University of Zululand describes their use of AI to simplify academic readings, particularly dense journal articles. This use case highlights how AI tools can make complex scholarly material more accessible, allowing students to focus on understanding key ideas rather than getting bogged down by intricate language.

Sometimes, the articles we're assigned are really dense, with complex language and long sentences. I use ChatGPT to summarize or rephrase some of those sections, so I can actually understand the main points. I remember one article on cultural theories—ChatGPT rephrased it so well that I finally understood what the author was saying. Without that help, I'd probably be completely lost. (Participant 8)

A participant from Durban University of Technology explained how AI provides immediate post-lecture support, helping clarify topics that may have been inadequately covered in class. This ability to independently access clarification through AI fosters greater autonomy in the learning process. It stresses the importance of AI tools as supplementary academic resources. Thus, allowing students to strengthen their understanding outside of class.

After lectures, I sometimes use ChatGPT and DeepSeeek to go over things that weren't explained well in class. For instance, if I'm not sure about a concept, I'll ask ChatGPT or DeepSeek for a simpler explanation, and it usually gives me something that's easy to understand. It's reassuring because I don't have to wait for office hours or bother my classmates; I can just get an answer right then and there. (Participant 21)

These responses above collectively signal that AI tools have become a companion for serious independent learning when timely academic support is impossible. By simplifying complex ideas, clarifying complex texts, and summarizing dense materials, AI tools develop and build students' academic understanding, confidence, and independence in study. This theme illustrates that AI is increasingly positioned to usefully support education by making the student an active actor in identifying and resolving their learning needs autonomously.



5.1.2 Idea generation and structuring

The theme Idea Generation and Structuring explored how university students utilize AI tools to refine their ideas, brainstorm content, and structure their academic work. This approach enabled students to explore multiple perspectives and scaffold their writing, from essays to feature articles, enhancing coherence and quality. The following excerpts from participants offer insight into this application. They demonstrate the value of AI as a tool for intellectual support.

Participants from Mangosuthu University of Technology described how they use ChatGPT and DeepSeek for initial brainstorming and structure formulation. The participants stated that by outlining key sections, these tools provide a foundational framework that guides the exploration of the topic. This approach showcases AI's utility as a cognitive partner, fostering independent idea development while maintaining academic integrity.

When I'm starting a new essay, I often find it challenging to get the right structure or even know where to begin. I'll type my topic into ChatGPT, asking for ideas on how to approach it or what sections I might include. For instance, when I wrote about media ethics, ChatGPT helped me organize the main points, like sections on privacy, bias, and accountability. It didn't write for me, but it outlined a roadmap I could follow, and I found that so helpful. (Participant 3)

A journalism student from Durban University of Technology used AI tool as a guide for structuring complex journalism assignments. The participant states that this interaction improves the quality of content organizations, making AI an instrumental tool for meeting academic standards. The participant's experience underscores AI's supportive role in helping students align their work with journalistic and academic expectations.

In journalism, we have to be very concise but also cover a lot of ground. Sometimes I feel lost about organising my thoughts, especially for feature articles. ChatGPT gives me examples of structures I can follow. I remember asking it how to approach a piece on social media trends, and it broke it down into introduction, main trends, and impact sections. That structure helped me a lot, especially in getting my article approved. (Participant 22)

An Arts student from University of Zululand described the way AI tools assist students in organizing their ideas, particularly in complex or theoretical topics. They state that ChatGPT and DeepSeek reduces the cognitive load associated with structuring intricate subjects. It allows the student to concentrate on content creation and analysis. This aspect of AI use reflects its role in empowering students to tackle demanding academic content with greater confidence.

There was a time when I needed to write about cultural theories for an assignment, and I had no idea how to start. I asked ChatGPT for an outline, and it suggested starting with historical context, followed by key theorists and applications. That outline wasn't something I would have thought of on my own, and it made the writing process much smoother. I could focus on filling in the content rather than worrying about the structure. (Participant 30)

Participant 4 from University of KwaZulu-Natal emphasized the role of AI tools in creative assignments that lack a formal structure. The tool's guidance on structuring narrative flow enables students to express their ideas better and enhances creativity by providing a flexible yet coherent framework.

For creative writing projects, I find myself stuck because there's no clear format like with essays. When I use ChatGP and DeepSeek, I can ask for ways to arrange my thoughts or generate a basic story structure. It doesn't tell me what to write, but it suggests sequences, like ‘character introduction, conflict, resolution,' which helps me get my ideas on paper and stay organized.

These responses show how AI tools support students in organizing their thoughts, structuring their work, and generating ideas. These tools, among others, lessens the first cognitive barriers a student may have to overcome if faced with a new or challenging assignment because it gives them an outline or framework for what needs to be addressed.




5.2 Challenges and ethical considerations in the informal use of AI tools

The section on Challenges and Ethical Considerations regarding the use of AI tools informally covers the obstacles to students' independent use of AI and the moral conundrums they might find without formal guidelines.


5.2.1 Ethical ambiguities and academic integrity

The theme, Ethical Ambiguities and Academic Integrity reveals the challenges students face in setting the limits of ethics in AI tool usage within academic work, originality, and plagiarism. The students were in a dilemma regarding how much they could rely on AI content without crossing over into academic dishonesty. This is often pegged on an institutional lack of clear guidelines, leading students to interpret ethical boundaries independently.

Almost all participants from the sampled universities expressed a cautious approach to using AI tools, recognizing the tool's benefits while being mindful of ethical constraints. Participant 18 from Mangosuthu University of Technology described using AI to understand assignment expectations better, particularly when struggling with structure or content.

I use ChatGPT to get an idea of what is expected of me, like when I don't know how to structure my assignment, but I don't copy and paste; instead, I try to write it in my own words after understanding the answer it provides. (Participant 18)

The response above reveals a nuanced engagement with AI, using it as a learning tool while consciously maintaining academic integrity by rephrasing and integrating information independently.

All participants from Durban University of Technology illustrated the ethical dilemmas faced when using AI tools for academic work. The participants indicated a lack of confidence in the boundaries of ethical AI use. This uncertainty shows the necessity of institutional support in guiding students toward responsible AI engagement. It highlights the complexities students face in maintaining academic integrity without standardized protocol. For instance, one recounted using ChatGPT to “scan question papers and essays,” noting the dual function of AI in assisting with comprehension and verifying answers. However, they expressed concern over balancing the benefits of AI with the potential risks of dependency and inadvertent plagiarism.

I use it mostly to understand the topics better, but it's hard to know how much is too much without any clear rules from the university. (Participant 15)

Participant 14 shared a sense of skepticism around AI usage, influenced by peer discussions about the potential risks of overreliance on technology for academic tasks. The participant stressed that they used ChatGPT primarily for structuring ideas in essays, explaining,

I use it sparingly, just for organising my thoughts, because I've heard from friends that it can be easy to depend on it too much. I'm careful not to let it replace my own ideas. (Participant 14)

This response suggests that while the participant acknowledges the utility of AI in aiding their academic work, there is an underlying concern about maintaining originality and avoiding excessive reliance. The participant's reflection on peer influence points to the broader issue of student-driven ethical standards in the absence of formalized institutional policies.



5.2.2 Reliance on individual interpretation

The theme of Reliance on Individual Interpretation shows that, without formal guidelines, decisions about the extent and ethical use of AI-generated content in academic work are left to individual judgment. Without such institutional guidance, students are susceptible to varying and multiple ways of using AI tools in their work, which inevitably results in a lack of consistency in the ways that AI tools are integrated into the work they do.

Almost all participants from various universities expressed their approaches to using AI in their universities without formal institutional guidelines. For instance, Participant 1 shared their approach to using AI tools without formal guidance, noting the challenges of setting personal limits.

Since there aren't any real rules from the university, I just go by what feels right. For instance, if I'm stuck on a section, I'll use ChatGPT to help me out, but I always try to make sure it sounds like me in the end. It's hard because I don't really know if there's a line I'm crossing, but without guidelines, I just have to trust my own judgment (Participant 1).

The response above shows students' personal uncertainty in deciding what is permissible. They rely on subjective standards to determine ethical boundaries, which can vary significantly between students, underscoring the need for standardized guidance.

A participant from University of KwaZulu-Natal stressed described feeling uncertain about how much to rely on AI for content creation vs. support. The participant stressed that

I use ChatGPT for things like structuring my essays or generating ideas, but I always wonder if it's too much. I mean, without any guidelines, I'm just guessing what's allowed. I try to add my own thoughts, but it's tricky because I don't know if I'm following the rules or if there even are any. (Participant 5)

This quote demonstrates the ambiguity that students encounter when using AI. They attempt to balance its utility with ethical considerations in the absence of formalized rules. The participants' experience indicates that students' reliance on personal judgment may lead to inconsistent academic standards without explicit boundaries.

Participant 34 discussed their approach to interpreting permissible AI usage, pointing out how different students may have varying thresholds.

I know some classmates use ChatGPT for almost everything, while I try to use it only for outlines or clarifications. We all have different ideas of what's okay, but it would be helpful if the university just told us what's acceptable. Right now, it's all up to us to decide, and that makes it confusing. (Participant 34)

The participants' statement reflects the inconsistency among students regarding AI use, as each individual applies their criteria without an institutional standard to guide them. This variability in personal interpretations underscores the need for clear guidelines from universities to ensure a consistent and fair approach to AI integration in academic work.

These responses reflect that in such reliance on individual judgment, an uneven playing field is created where students apply varied standards to the question of what uses of AI are appropriate. This theme conveys the importance of universities providing clear and consistent guidance on AI applications that would support students in making ethically sound decisions and promote fairness in academic practices among students.



5.2.3 Need for institutional support and resources

The theme “Need for Institutional Support and Resources” reflects students' struggles. This is due to the absence of formal guidance. It also stems from a lack of resources. Additionally, there is no structured support for ethically integrating AI tools into academic work. Many research participants voiced their feelings of underpreparedness to use AI, with advice from a peer or self-directed learning. This shows an institutional gap in providing complete training or resources to help students use AI responsibly and productively.

Participant 22 expressed the need for more structured guidance from the university, indicating that most of their understanding of AI tools came from trial and error rather than formal instruction.

Honestly, I just figured out how to use ChatGPT on my own. There hasn't been any real training or resources from the university, so I mostly just ask my friends or try things myself. It would be great if the university offered workshops or even just guidelines on how to use it responsibly—right now, we're all just guessing. (Participant 22)

The participants' experience underscores a common reliance on informal support, highlighting the potential value of institutional workshops or guidance that could standardize responsible AI use across the student body.

Participant 42 also emphasized the lack of resources and the importance of official support for understanding the ethical implications of AI.

I use AI tools for structuring my work, but I'm never really sure if I'm using them correctly. If the university offered some kind of training or even an online module on how to use these tools in a way that aligns with academic integrity, it would make things a lot easier. Right now, I just follow what my friends say, but everyone has different ideas on what's acceptable. (Participant 42)

The participant's response points to the confusion that arises from unstructured learning about AI tools. The reliance on peer guidance creates inconsistencies in AI usage, reinforcing the need for standardized training to ensure all students understand and apply AI responsibly and effectively.

Participant 31 from University of Zululand further highlighted the institutional gap, noting that AI is becoming essential in academic work, yet no formal resources support its usage.

I think the university should do more to help us understand AI tools because it's part of how we study now. If they held seminars or provided resources on using AI for things like research or writing, it would be really helpful. Right now, we're on our own, and sometimes it feels like guessing. (Participant 31)

The participant's remarks underscore the growing importance of AI in academia and the responsibility of institutions to offer accessible, structured support that equips students to use these tools ethically and effectively.

Participant 19 from Mangosuthu University of Technology described their experience with AI as somewhat isolating. They expressed that they struggled to understand how to use it responsibly without institutional support.

I've tried using ChatGPT for assignments, but I'm never sure if I'm crossing any lines. It would be really helpful if the university organized workshops or at least offered a guide on what's acceptable and what isn't. Right now, it's just me figuring things out alone, and I sometimes feel like I could be using it better if I had some support. (Participant 19)

The participant's account underscores the potential benefit of university-led initiatives, such as workshops, that could equip students with skills and knowledge to maximize AI's advantages while adhering to ethical guidelines.

Participant 6 from Durban University of Technology expressed frustration over the lack of institutional resources and felt that relying on friends' advice often left them with inconsistent guidance.

Everyone seems to be using AI tools differently, and there's no standard way we've been taught to use them. I end up asking friends, but their advice is all over the place. The university should really step in here; even an online tutorial would help to clear up what's okay and what's not.”

The participant's response highlights the inconsistencies that arise when students rely on peer guidance, stressing the need for a unified approach to AI usage that a university-led resource could provide.

Participant 12 from University of KwaZulu-Natal shared similar concerns, indicating that they felt unprepared to use AI tools effectively without formal training.

AI has become such a big part of how we do our work now, but I don't feel confident using it because no one really showed us how. I think having official guidelines from the university would make a big difference. Right now, I feel like I'm just guessing, and that's not a great feeling in academic work.

The responses above hint at a common requirement of having formal resources, guidelines and support from the university regarding AI usage. The students feel strongly a need for workshops, tutorials, or a policy that could help standardize how AI is used across the student population for coherence, adherence to ethical standards, and confidence in using AI as an academic resource.





6 Discussion

This study revealed how university students in South Africa are integrating AI-based tools, such as ChatGPT, into their academic practices. These tools are specifically used for essay writing, assignment preparation, and article creation. However, findings also highlight significant ethical ambiguities, inconsistent standards, and a strong reliance on self-directed learning due to the absence of institutional guidelines. This gap has left students uncertain about the ethical boundaries of AI use and dependent on informal peer networks and personal judgment, leading to varied practices across the student body.

The first finding highlights that students use AI-based tools, such as ChatGPT and DeepSeek, for specific academic tasks, including essay writing, assignment preparation, and article structuring. This focused use aligns with Fauzi et al.'s (2023) findings that AI enhances student productivity by assisting with task-oriented needs, such as generating ideas and improving organization. In particular, quickly accessing structured outlines and guidance through AI allows students to streamline their work. It provides them with practical support to reduce the cognitive load of initial task planning and content organization. The emphasis on task-specific use indicates that students approach AI to enhance their efficiency rather than replace independent thinking. This usage pattern demonstrates how AI tools are becoming embedded in students' academic workflows, transforming traditional approaches to academic tasks and supporting Beck and Levine's (2024) framework, which suggests that AI can be both a benefit and a limitation, depending on its application.

The study also revealed students' ethical concerns around AI use, particularly regarding originality and the risk of inadvertently crossing plagiarism-related boundaries. Many students reported uncertainty about how much AI-generated content they could use without compromising academic integrity. This concern was echoed by Cotton et al. (2024), who argued that AI complicates traditional standards of originality. This finding suggests that without formal guidelines, students are left to independently determine the ethical limits of AI use, which can lead to inconsistencies and potential breaches of academic integrity. Unlike previous studies focusing on AI's productivity benefits, this research exposes a critical ethical gap in AI adoption within education.

The study found that, without formal institutional guidelines, students interpret acceptable AI use on their own, resulting in varying standards across the student body. This reliance on individual interpretation can lead to inconsistencies in academic practices, creating a disparity in how students use AI tools in their work. As Beck and Levine (2024) suggest, AI's integration into academic environments necessitates clear policies to prevent students from inadvertently breaching academic standards. This finding aligns with Abdaljaleel et al. (2024), who noted that students in different cultural and educational contexts similarly struggle with a lack of guidance. The varying practices underscore the importance of institutional intervention to establish consistent standards, thereby reducing confusion and promoting fair academic practices across the student population.

Finally, the study identifies a significant gap in institutional support for AI use, with students expressing a need for resources, training, and formal guidelines on how to use AI tools responsibly and effectively. The lack of structured support has led students to rely on informal channels, such as peer guidance and self-directed learning, which can result in inconsistent practices and potential misunderstandings. This finding aligns with Akiba and Fraboni's (2023) call for AI-supported academic advising, as well as Huang's (2023) recommendation for structured training on AI ethics and privacy. Universities could help standardize AI usage, supporting students in making ethically informed decisions and enhancing their academic experience. Providing such resources would also alleviate students' concerns around the ethical use of AI, ensuring that they can maximize the benefits of these tools without risking academic integrity.

The findings of this study offer valuable information on how the Unified Theory of Acceptance and Use of Technology (UTAUT) can be reconceptualized in the case of student-led AI adoption. While the basic UTAUT constructs of performance expectancy, effort expectancy, social influence, and facilitating conditions remain relevant, this study identifies gaps in how they function in the setting of institutional ambiguity. Students exhibited high performance expectancy of AI tools, especially in assignment organization and learning support. Yet, since there was no institutional facilitation, i.e., policy or formal training, students acquired AI adoption through trial and error and peer influence. This suggests that, in the absence of regulation, social influence is not only an effect on adoption but also a substitute for institutional support. The irregularity and ambivalence among the students are contrary to UTAUT's assumption that facilitating conditions are sufficient to guarantee successful adoption. Instead, facilitating conditions must involve normative and moral scaffolding that UTAUT in its present formulation neglects.

The findings of the research also justify the application of the AI Ethics Framework in demonstrating how ethical ambiguities play a critical role in shaping student conduct. Students consistently showed concern with boundary crossing in terms of novelty, plagiarism, and appropriate use of AI. In the absence of clear ethical guidance, they depended on subjective judgment or peer agreement, resulting in variable practices and uncertainty in their actions. These results validate the contention by Memarian and Doleck (2023) and Holmes et al. (2022) that there is no ethical use of AI without institutional commitments to fairness, transparency, and accountability. The findings necessitate the development of ethical frameworks with practical, contextualized guidance in student-facing contexts. Moreover, ethical issues were not marginal but at the forefront of students' decisions, implying that AI ethics need to be conceived as integral to the adoption of technology in education, rather than as an add-on or afterthought.

The study's findings align with Socio-Technical Systems (STS) Theory, which emphasizes the interaction among human actors, institutional frameworks, and technological tools. The use of AI by students was not just a matter of individual choice but was influenced by a systemic lack of institutional infrastructure. The shortage of organized support, training, and resources caused fragmented and disjointed practices on campuses. STS theory explains these findings by showing that implementing technology in education must be co-designed with social and organizational systems to ensure it is fair and meaningful (Yu et al., 2023; Tarisayi, 2024). The results highlight that the lack of institutional investment in digital literacy and ethical governance forces students to self-regulate in a system that is not yet equipped to support them. Therefore, the research confirms the need to balance technological innovation with robust institutional ecosystems capable of fostering responsible and effective student engagement with AI.

The findings carry significant implications for universities, particularly regarding policy development, academic training, and resource allocation. To bridge the gap in understanding ethical AI use, universities should consider adopting structured programs that include workshops, ethical guidelines, and AI literacy modules (Huang, 2023). Implementing these changes would provide students with consistent frameworks for responsible AI usage, minimizing reliance on informal guidance. This is particularly relevant at a time when AI tools like ChatGPT and DeepSeek are becoming integral to academic practices globally (Simpson, 2023). Moreover, as students increasingly depend on AI to aid writing and learning, policies must also address data privacy concerns in AI applications (Perino et al., 2022).

There are a few limitations to this study that need to be noted. The application of convenience sampling, which was largely carried out through Facebook student groups, might have brought about selection bias by way of the preferential inclusion of digitally competent participants, social media active participants, and participants with stable internet connectivity. Consequently, students from disadvantaged resources backgrounds, non-social media active participants, or students from less well-resourced institutions with less stable digital infrastructure might be underrepresented in the sample. Additionally, the entire group of participants was recruited from four KwaZulu-Natal universities, and this may restrict generalisability to the wider South African higher education context. The use of self-reported data garnered from online interviews may also have functioned to restrict the range of experiences obtained, especially for those students who were less familiar with the use of technology or less at ease with virtual communication. These constraints imply that subsequent studies ought to use stratified sampling on various platforms and cover institutions from various regions in order to have more inclusive and representative findings.

This study provides a critical perspective on AI integration in higher education, showing that while AI tools offer productivity benefits, the lack of structured institutional support leads to ethical ambiguity and inconsistent practices. The findings suggest that South African universities urgently need to create standardized guidelines and educational resources to empower students with the skills to use AI responsibly. By addressing these gaps, educational institutions can foster a balanced, ethical approach to AI in academia, ensuring that AI tools serve as empowering resources rather than ethical liabilities, contributing to a more cohesive and accountable academic.



7 Conclusion

This study explored how university students in South Africa integrate AI-based tools into their academic practices, as well as to identify the challenges and ethical considerations that arise from informal usage. Findings revealed that students primarily use AI tools like ChatGPT and DeepSeek for academic support tasks, including idea generation, structuring assignments, and enhancing understanding. These findings indicate a substantial reliance on AI to aid various academic tasks, which underscores the potential of AI as an educational resource for enhancing productivity and understanding in learning environments. However, the study also highlighted significant ethical ambiguities and concerns around academic integrity, as students often lack formal guidelines on acceptable AI use. These lead to inconsistencies in academic standards and approaches across institutions. Furthermore, participants expressed a desire for structured institutional support, such as training and resource access, which would facilitate responsible and effective AI usage. The evidence from this study emphasizes the need for clear institutional policies and resources to support ethical AI usage, which may help maintain academic integrity while allowing students to maximize the benefits of AI in their studies.

In addressing these gaps, this study contributes to the field of educational technology by highlighting the dual role of AI as both a support tool and a source of ethical challenges in academic contexts. The findings offer valuable insights for universities aiming to integrate AI more formally into their learning support systems. They suggest AI-guided workshops or resources could foster a more standardized approach to ethical AI usage. One limitation of this study is its reliance on self-reported data, which may be influenced by social desirability bias, as students could underreport their dependence on AI tools due to concerns about academic misconduct. Additionally, the sample was restricted to four South African universities, which may limit the generalisability of the findings to other cultural or institutional contexts. The absence of a longitudinal design also means that this study provides only a snapshot of current AI usage and ethical concerns, without accounting for evolving attitudes over time. Future research should explore AI usage in a broader range of educational and cultural contexts to validate the generalisability of these findings. A longitudinal study could examine how student perceptions and usage patterns of AI tools change over time, especially as institutions begin to introduce guidelines and resources.
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