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Introduction: Fostering Artificial Intelligence (AI) literacy and equipping college 
students with 21st-century skills in the generative AI era have become a global 
educational priority. In this context, generative AI offers opportunities for 
development in higher education institutions. Thus, this study investigates the 
influence of AI literacy and 21st-century skills on generative AI acceptance.
Methods: For data collection, the study employed a quantitative design with 
three scales, and the study sample included 260 college students selected 
randomly.
Results: Results revealed that AI literacy and 21st-century skills are present at 
a moderate level among college students. AI literacy and 21st-century skills 
influence the generative AI Acceptance level.
Discussion: Based on the results, the study recommends enriching the 
curriculum with AI literacy and equipping students with 21st-century skills while 
using generative AI applications.
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1 Introduction

Artificial intelligence (AI) has long been a cornerstone of computer science research, but 
its application in education has seen a dramatic surge in recent years (Humble and Mozelius, 
2022). Among AI’s transformative branches, generative AI stands out for its ability to create 
original content—including text, images, music, and videos—by learning patterns from 
existing data (Ooi et  al., 2025). Unlike traditional AI, which focuses on classification or 
prediction, generative AI mimics human creativity, offering novel outputs that are reshaping 
industries and daily life. Its growing ubiquity is compelling individuals to adapt their skills and 
even reconsider career trajectories (Chui et  al., 2023; Derakhshan, 2025; Feuerriegel 
et al., 2024).

Generative AI holds immense promise for societal and economic advancement (Zhu et al., 
2025), yet its integration is not without challenges. While it can enhance education by fostering 
student engagement, self-directed learning, and critical thinking (Maphoto et al., 2024), it also 
raises ethical concerns, such as privacy violations, bias amplification, and accountability gaps 
(Amankwah-Amoah et al., 2024; Chan and Lo, 2025; Ismail, 2025). These issues underscore 
the need for AI literacy—a competency encompassing not only technical proficiency but also 
ethical awareness (Chiu et al., 2024). Educational institutions now face the dual challenge of 
harnessing generative AI’s potential while upholding academic integrity and addressing its 
risks (Zlateva et al., 2024).
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In the 21st century, where learning goals are increasingly complex, 
generative AI presents both an opportunity and a imperative. Despite 
its rapid evolution, students’ foundational skills—critical thinking, 
creativity, and collaboration—remain underdeveloped (Fadli and 
Iskarim, 2024; Papadimitriou and Virvou, 2025). Bridging this gap 
requires a deliberate focus on integrating AI tools in ways that 
complement, rather than replace, human ingenuity and 
ethical judgment.

This study bridges that gap by investigating how AI literacy and 
21st century skills influence generative AI acceptance among 
Palestinian university students, using the Unified Theory of 
Acceptance and Use of Technology (UTAUT) framework. Unlike 
prior work focused on high-income settings (e.g., Kong et al., 2024), 
we  highlight disparities in infrastructure, gender, and academic 
discipline that mediate AI adoption—factors often overlooked in 
Global North-centric literature. Our findings offer actionable insights 
for educators and policymakers to design equitable AI integration 
strategies while advancing theoretical debates on technology 
acceptance in developing economies.

1.1 Significance of the study

Recently, in the 21st century, accomplishing learning goals is 
increasingly difficult. Even though generative AI technology is widely 
available, the reality is that the skills needed still need improvement. 
Moreover, generative AI literacy, including knowledge of generative 
AI applications and tools, must be  included as an axis to prepare 
students to use generative AI. Hence, 21st century skills include 
communication, critical thinking, collaboration, and creativity. 
Students with these skills can lead change to keep pace with scientific 
and technological progress and confront life problems that students 
face while they learn. This study supports students in developing their 
future skills and will guide educators and policymakers to adapt their 
teaching strategies and policies in higher education institutions. 
Moreover, this study’s outcomes can benefit the advancement of 
generative AI in education for college instructors, researchers, and 
policymakers. Theoretically, this study is unique in its investigation 
since AI literacy and 21st century skills that might influence generative 
AI acceptance have been rarely explored by other researchers.

Therefore, the importance of the study stems from theoretical and 
applied considerations. It highlights the importance of AI literacy and 
21st century skills in accepting generative AI applications in higher 
education. Also, this study contributes to closing the gap in AI literacy 
and 21st century skills that was merely investigated by applying the 
technology acceptance model (UTAUT) to determine how these 
factors influence students’ acceptance of using generative AI in 
learning. Additionally, the results and recommendations of this study 
might help university policy makers and college instructors to enhance 
the acceptance of generative AI.

1.2 Problem statement

Educational institutions, especially universities, keep pace with 
scientific and technological development by recognizing the importance 
of generative AI in education. In line with the recommendations of 
many researchers, it is necessary to explore AI literacy and 21st-century 
skills to improve and develop the educational process. It is necessary to 

enhance its competitive advantage to keep pace with such developments 
and benefit from them in teaching. This requires paying attention to 
students’ needs and preparing them to possess the necessary skills and 
experience to accept this technology. Equally important, more attention 
should be  given to preparing a generation that can deal with the 
challenges of the times, be aware of the potential of this technology, and 
invest in generative AI. Living in the 21st century requires students to 
deal safely and effectively with generative AI data. Future 21st-century 
skills qualify and enable students to accept this modern technology.

AI will influence various aspects of human life beyond just the 
computer industry, making it essential for everyone to understand 
AI. Today, AI is used across diverse sectors such as business, science, 
art, and education to enhance user experience and boost efficiency 
(Ng et al., 2021). AI applications, including smartphones and virtual 
assistants, are integrated into many aspects of our daily lives. People 
recognize AI services and devices; however, they often lack knowledge 
about the underlying concepts and technologies, and awareness of 
potential usage of AI (Ng et al., 2021). As learning becomes more 
infused with AI tools, it is crucial to support AI literacy for all 
(Sperling et al., 2024). AI literacy has become an essential skill set that 
everyone should acquire in response to this new era of 
technology advancement.

Moreover, 21st-century skills are needed to solve practical 
problems using generative AI. AI. Hence, this study is partially similar 
to Jing et al. (2024), Schiavo et al. (2024), and Strzelecki (2024), who 
explore AI literacy and generative AI adoption. Based on the 
foregoing, this study aims to explore college students’ AI and their 21st 
century skills influence on generative AI acceptance.

1.3 Research gap

The ability to critically assess generative AI tools and apply them 
in a safe, ethical, and successful manner in various settings, including 
personal, professional, and educational ones, is known as AI literacy. 
Various measures of AI literacy have been employed to comprehend 
these elements. Some AI tools have been designed to assess these 
competencies in a particular population, such as college students 
(Tseng et  al., 2025). Measures for computer science novices were 
created in other studies (Laupichler et  al., 2023). Offered a wider 
variety of assessments considering AI literacy elements’ psychological 
and social components. As far as the researchers know, few studies 
have investigated the influence of AI literacy and 21st-century skills on 
generative AI acceptance. At the same time, conducting this study is 
necessary as it is crucial to assess these variables in a developing 
country like Palestine. Also, this study addresses gaps tied to the 
study’s questions by limited focus on developing countries. Most 
studies (e.g., Kong et  al., 2024) focus on high-resource settings, 
neglecting regions like Palestine. Also, demographic nuances, few 
studies explore how gender, field of study, and academic level intersect 
with AI acceptance (e.g., Stöhr et  al., 2024). Moreover, existing 
research (e.g., Zhu et al., 2025) lacks longitudinal insights into how AI 
literacy evolves with using generative AI.

1.4 Context of study

Limited infrastructure and resources may hinder AI integration 
(e.g., lack of standardized ICT policies, as noted by Ndibalema, 2025). 
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Gender disparities in AI acceptance were observed, aligning with Jang 
et al. (2022). Compared to Malaysia, Mansoor et al. (2024) found 
higher AI literacy in Malaysian students due to robust STEM policies, 
while in Sub-Saharan Africa, Ndibalema (2025) highlighted challenges 
similar to Palestine (e.g., digital gaps). In Europe, Strzelecki and 
ElArabawy (2024) noted higher acceptance in Poland due to better 
institutional support.

Thus, this study attempts to identify the influence of AI literacy 
and 21st-century skills by addressing the following questions:

	 1.	 What is the overall state of AI literacy among Palestine 
Technical University-Kadoorie (PTUK) students?

	 2.	 What is the level of 21st-century skills among college students?
	 3.	 To what degree do PTUK students accept generative AI in their 

learning process?
	 4.	 What is the influence of AI literacy, 21st century skills, and 

demographic variables (gender, field of study, study level) on 
students’ acceptance of applications of generative AI from the 
students’ perspectives?

2 Literature review

2.1 AI literacy

AI literacy is acknowledged as an essential skill in the modern era 
of AI. Traditionally, literacy encompasses specific ways of thinking 
about and participating in reading and writing to comprehend or 
communicate ideas within a particular context (Laupichler et  al., 
2023). It involves maintaining a balanced perspective on technology 
to ensure responsible and healthy usage, understanding and 
addressing issues related to privacy, security, legal and ethical 
concerns, and the societal role of digital technologies (Khoo et al., 
2024). Literacy is closely tied to knowledge, while competency refers 
to the ability to perform tasks successfully. Literacy centers on 
understanding, while competency highlights the practical application 
of knowledge with confidence. Furthermore, AI competence is an 
essential skill that enables users to interact with AI-driven applications 
while maintaining a reliable understanding of the underlying 
algorithms (Ng et  al., 2021). AI literacy, on the other hand, can 
be defined as the ability identify, use, and critically assess AI products 
while adhering to ethical principles (Wang et al., 2009).

Ng et al. (2023) developed an AI Literacy scale that outlines four 
key constructs: using and applying AI tools, understanding what AI 
is, recognizing when AI is integrated into a system, and AI ethical 
awareness. Even though some studies investigated AI literacy, most 
conducted qualitative research methods focusing on exploring initial 
investigations (Ng et  al., 2023). These studies have focused on 
improving AI literacy rather than quantifying it with other variables. 
Long and Magerko (2020) describe AI literacy as a variety of 
competencies that motivate students to evaluate AI applications 
critically, communicate and cooperate effectively with AI tools, and 
use AI as a system across diverse contexts. They indicate that AI 
literacy has 17 skills, highlighting its connections to digital data and 
computational literacy. While these literacies may be interdependent, 
they remain distinct. For example, AI literacy builds on basic 
computer skills, making digital literacy a foundational requirement. 
Data literacy, which involves the ability to understand, analyze, 

evaluate, and debate data, significantly overlaps with AI literacy due 
to the integral role of data in machine learning.

Later, Ng et al. (2023) expanded on this concept by framing AI 
literacy around four core dimensions. The first dimension, 
comprehension, involves grasping fundamental AI concepts, such as 
how AI operates, machine learning algorithms, data training, and AI 
biases. The second dimension focuses on using AI tools to solve 
problems and accomplish objectives, which often requires coding and 
the capacity to handle large datasets. The third dimension is 
evaluation, which entails assessing AI applications’ quality and 
reliability and ethically designing and developing AI systems. This 
demands technical skills and an awareness of AI’s ethical and societal 
impacts. The final dimension is AI ethics, which centers on 
understanding the moral and ethical considerations surrounding AI, 
enabling individuals to make informed decisions about its use. This 
includes issues such as fairness, transparency, privacy, and the broader 
societal implications. For example, Chan and Lo (2025) highlighted 
the proliferation of AI technologies such as facial recognition and 
predictive policing has exposed significant gaps in legal protections 
and ethical frameworks, particularly concerning privacy and 
autonomy. Also, their study warns against the erosion of privacy 
norms through continuous monitoring. To mitigate these risks, higher 
education institutions must adopt privacy-by-design principles and 
ensure algorithmic transparency in AI tools.

Moreover, Tseng et al. (2025) assessed AI literacy level of nursing 
students by using AI literacy scale that includes four categories: using 
and applying AI ability, understanding AI, detecting AI, making 
ethical considerations of AI by analyzing the influence of ChatGPT by 
Openia and Copilot tools compared with traditional teaching methods 
and found that generative AI tools enhanced students’ AI literacy.

Meanwhile, a study conceptualized AI literacy as a person’s 
capability to understand how AI technology functions and influences 
society comprehensively. It also involves using these technologies 
ethically. Similarly, Salhab (2024) explored AI literacy in the college 
curriculum and found that integrating AI literacy into the curriculum 
can enhance AI literacy for college students to foster essential 21st 
century skills. From a broader perspective, Mansoor et  al. (2024) 
investigated AI literacy levels by surveying university students across 
four countries in Asia and Africa. They found variations in AI literacy 
levels influenced by nationality, field of study, and academic 
specialization, while gender did not significantly influence AI literacy. 
Malaysian participants demonstrated higher AI literacy levels 
compared to other students. Results also revealed that demographic 
and academic variables significantly shaped participants’ perceptions 
of AI literacy.

2.2 21st century skills

The 21st century skills equip students to develop different thinking 
types, make sense in learning experiences, and employ approaches 
that can be applied in many different life situations. 21st-century skills 
encompass collaboration, communication, critical thinking, and 
creativity (Kain et al., 2024). These learning skills were developed by 
educators, government officials, and business leaders to equip students 
for a constantly changing life and work environment (Cristea et al., 
2024). Collaboration involves the ability to cooperate effectively and 
respectfully with diverse teams and flexibility and willingness to 
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achieve a common goal. It assumes shared responsibility, collaborative 
work, and valuing each team member’s contributions (Barrett et al., 
2021; He and Chiang, 2024). Communication includes the ability to 
listen and interpret meaning effectively. Strong communication skills 
are crucial for sharing knowledge, principles, feelings, and objectives. 
They are essential for informing, instructing, motivating, and 
persuading. Creativity is characterized by creating ideas, such as 
brainstorming, to generate valuable ideas. Students elaborate, refine, 
analyze, and evaluate original ideas to enhance and maximize creative 
thinking (Saleem et al., 2024). Critical thinking includes the ability to 
reason effectively, utilize systems thinking, make decisions, and solve 
problems (Liu et al., 2021).

These skills are important for reaching diverse audiences and 
conveying information to multilingual and multicultural populations 
(Shadiev and Wang, 2022). Moreover, a wide range of knowledge, 
capabilities, and work habits, like creative thinking, problem solving, 
innovation, and creativity skills, were practically operationalized in a 
specific setting, like a project-based STEM classroom using AI. For 
example, Hu (2024) documented a 6-month blended learning 
program where students used collaborative platforms (e.g., Padlet, 
GitHub) to solve community-based problems, illustrating applied 
critical thinking and creativity.

Over the past decade, educational systems have focused on 
helping students acquire these 21st century skills through various 
strategies and new technologies. These strategies include inquiry-
based learning, AI-powered simulations, and gamification (Celik 
et al., 2024; Jing et al., 2024; Samala et al., 2024). Research literature 
shows that many studies have investigated these skills in light of using 
AI like robotics (Gratani and Giannandrea, 2022), and specific 
approaches like game-based learning and stimulating learning 
environments to develop these skills.

2.3 Generative AI acceptance

The extensive adoption of technology has led to an increasing 
preference for generative AI applications in education (Choung et al., 
2023). Generative AI is an emerging technology comprising machine 
learning algorithms that produce original content like text, images, 
and sound (Alier et al., 2024). However, the implementation success 
of generative AI in educational settings largely hinges on students’ 
readiness to accept and embrace the technology (Li et al., 2024; Yilmaz 
et al., 2023). The UTAUT model provides insights into attitudes and 
intentions regarding using generative AI applications in education. 
For instance, students are more likely to use generative AI applications 
if they perceive them as intuitive and easy to use. Strzelecki and 
ElArabawy (2024) used UTAUT to investigate the key factors 
influencing students’ usage of ChatGPT. The authors reported that 
performance expectancy, effort expectancy, and social influence 
significantly impact behavioral intention to adopt ChatGPT. The study 
explores two factors that might affect students’ acceptance of 
generative AI, specifically within higher educational settings. 
Moreover, previous studies have shown that the UTAUT is an effective 
framework to evaluate users’ acceptance of modern technologies 
(Teng et al., 2022; Ustun et al., 2024). Therefore, the UTAUT could 
offer insights into how users evaluate these technologies. There is a 
noticeable gap in research grounded in theoretical frameworks like the 
UTAUT model that examines students’ acceptance of generative AI.

Generative AI applications can transform the roles and 
responsibilities assigned to students. The widespread adoption of 
these technologies can offer students enhanced access to 
information, deeper understanding of their learning progress, and 
more tailored educational experiences (Yilmaz et al., 2023). For 
example, a study by Marrone et  al. (2022) investigated the 
relationship between AI and creativity from four key concepts: 
social, affective, technological, and learning factors. Results 
revealed that AI could certainly help them develop students’ 
creativity. These findings suggest that the effectiveness of 
generative AI in education largely hinges on students’ creativity, 
making their acceptance and utilization of the technology a 
critical factor (Li et  al., 2024; Yilmaz et  al., 2023). Moreover, 
generative AI is a powerful instrument for tackling urgent global 
issues related to enhancing societal wellbeing and promoting 
sustainable development. It is a valuable partner in tackling 
environmental issues such as mitigating climate change, managing 
resources, and developing clean energy solutions (Shafik, 2024). 
Also, it has economic impacts, as it is transforming industries by 
automating content creation, enhancing productivity, and 
enabling new business models. Its economic implications affect 
labor markets, business efficiency, and innovation (Chui 
et al., 2023).

2.4 Theoretical framework

The UTAUT2 model, created by Venkatesh et  al. (2012), is a 
theoretical framework businesses use to examine influencing 
customer acceptance and adoption of new technology. According to 
this theory, behavioral intentions are influenced by four key factors: 
performance expectancy, social influence, effort expectancy, and 
facilitating conditions, which influence actual usage behavior 
(Venkatesh et al., 2003). Performance expectancy refers to the belief 
that the technology will help users accomplish tasks, aligning with 
perceived usefulness (PU) (Venkatesh et al., 2012). Social influence 
involves the degree to which individuals perceive that important 
others approve or disapprove of their use of the technology (Wang 
et al., 2009). Effort expectancy relates to how easy the technology is to 
use, comparable to perceived ease of use (PEOU) (Wang et al., 2009). 
Facilitating conditions encompass the support and resources available 
to users when adopting the technology (Venkatesh et  al., 2012). 
Furthermore, Chen et al. (2020) introduced perceived enjoyment as 
an additional factor influencing perceived ease of use, suggesting that 
if users find generative AI enjoyable, they are likely to perceive it as 
easier to use, thereby impacting its adoption.

The present study uses the UTAUT since it is an effective 
framework for investigating the acceptance of generative AI, because 
this model predicts actual usage behavior. The authors will explore the 
relationships between the components of the UTAUT as applied to 
generative AI. The study’s novelty lies in incorporating two new 
variables, AI literacy and 21st century skills, into the model. Therefore, 
this study adds to existing literature on factors influencing the 
acceptance of generative AI in higher education. The study’s novelty 
lies in incorporating two new variables, AI literacy and 21st century 
skills, into the model. This study contributes to existing literature on 
the factors influencing the acceptance of generative AI in higher 
education institutions.
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2.5 Ethical use of generative AI

Ethical use is an important domain that should be investigated in 
order to navigate generative AI (Ray, 2023; Tan and Maravilla, 2024). 
Previous studies showed that it is imperative to explicitly address 
concerns related to fairness, accountability, transparency, bias, and 
integrity (Jang et al., 2022). Jang et al. (2022) identified five dimensions 
of AI ethics by a final instrument they developed. Five dimensions 
were identified: fairness, transparency, privacy, responsibility, and 
non-maleficence. The fairness dimension encompasses elements like 
considering diversity during data collection for AI development and 
ensuring universal disclosure of the developed AI without 
discrimination. The transparency dimension comprised items gauging 
attitudes regarding the importance of AI explainability. In the privacy 
dimension, there were inquiries about attitudes toward safeguarding 
privacy during the collection and utilization of data for creating 
AI. The responsibility dimension sought opinions on whether 
responsibilities should be  allocated based on social consensus in 
situations involving AI-related issues or if specific groups, such as 
developers and users, should bear complete responsibility. Lastly, the 
non-maleficence dimension gathered responses on the significance of 
preventing abuse by various agencies associated with AI (Ryan and 
Stahl, 2020).

3 Materials and methods

3.1 Research design

This study employed a quantitative research design to investigate 
the influence of AI literacy and 21ˢᵗcentury skills on college students’ 
acceptance of generative AI. The design utilized three validated scales 
to measure the key variables: AI literacy, 21st century skills, and 
generative AI acceptance. A cross-sectional survey was administered 
to collect self-reported data from participants, and statistical analyses 
were performed to examine the relationships between the variables.

3.2 Research context

The study was conducted at Palestine Technical University-
Kadoorie (PTUK), a higher education institution in Palestine. PTUK 
was selected due to its diverse student population across multiple 
disciplines, including Information Technology, Engineering, Applied 
Sciences, Business, and Humanities. The university’s focus on 
integrating technology into education made it an ideal setting for 
exploring generative AI acceptance among students.

3.3 Sample size

A sample of 260 college students was selected using random 
sampling to ensure representativeness across faculties, genders, 
and academic levels. The sample size was determined based on the 
following considerations: first, statistical Power: A sample size of 
260 was deemed sufficient to achieve adequate statistical power 
(≥0.80) for detecting medium effect sizes in regression analyses, 
as recommended by Cohen (1988). Second, population Diversity: 

The sample included students from nine faculties, with 
proportional representation of males (44.6%, *n* = 116) and 
females (55.4%, *n* = 144), as well as Diploma (29.6%, *n* = 77), 
Bachelor (53.1%, *n* = 138), and Graduate (17.3%, *n* = 45) 
students. Third, pilot testing: A pilot study with 30 respondents 
was conducted to validate the adapted scales and refine the survey 
instrument, ensuring clarity and relevance to the 
Palestinian context.

3.4 Data collection and instrumentation

This study evaluates the influence of AI literacy and 21st century 
skills on college students’ acceptance of generative AI. The 
researchers used the Likert-item rating scale. Participants self-
reported their levels of AI literacy, 21st century skills, and acceptance 
of integrating generative AI in educational settings. To adapt the 
three existing scales and contextualize them to the Palestinian 
context, a pilot study with 30 respondents was used. Exploratory 
factor analysis was used for the three scales. A pre-existing AI 
literacy scale developed by Ng et al. (2023) was utilized and adapted. 
The original scale, a 32-item self-reported questionnaire on AI 
literacy, was developed and validated to measure students’ literacy 
development in the four dimensions. The adapted scale for the study 
using generative AI was validated, and the scale included 14 items 
after validation.

For assessing 21st century skills, an adapted version of the scale 
by Jia et al. (2016) was used in the Palestinian context. This scale 
originally comprised 16 items covering information literacy, 
collaboration, communication, innovation and creativity, and 
problem-solving skills. A pilot study of 30 students validated the scale 
in the Palestinian context. Further, the exploratory factor analysis was 
used to validate and adapt the scale.

A pre-existing Tugiman et al. (2023) scale was used and modified 
to fit the study context for generative AI acceptance. The scale was 
adapted by changing the context of the sentences to accept generative 
AI. The acceptance scale consists of five constructs: performance 
expectancy, effort expectancy, facilitating conditions, behavioral 
intention, and social influence.

Researchers employed random sampling and pilot-tested the 
survey with a diverse subgroup to minimize respondents’ bias. 
Questions used neutral phrasing and balanced scales. Respondent 
anonymity was ensured by omitting identifiers, using encrypted 
platforms, and reporting aggregated data. No names, IP addresses, or 
other traceable data were collected. Google Forms, which is a secure 
platform, was used. The study received IRB approval (No. 04/2025), 
and participants provided informed consent 
acknowledging confidentiality.

4 Data analysis

For data analysis, researchers used Statistical Package for the 
Social Sciences (SPSS) package to calculate descriptive statistics, 
skewness, Kurtosis and Kolmogorov–Smirnov test to ensure that the 
data follow the normal distribution, and multiple regression used to 
investigate the influence of AI literacy and 21st century skills on the 
acceptance of generative AI.
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4.1 Scales’ validity and reliability

Content validity or face validity evaluates an instrument to ensure 
that the questionnaire has an adequate and representative group of 
questions that reflect the real meaning of the concept for the three 
pre-existing scales (Sekaran and Bougie, 2003). The respondents were 
asked to judge the questions’ appropriateness and suggest any items 
that should be included in the instrument. Pearson’s correlation for 
each variable assessed construct validity.

For internal consistency validity, the researchers applied the study 
tools to a survey sample of 30 students, and Pearson’s correlation 
coefficient was used for each item with the total score for the construct 
it relates to, and the results are shown in Table 1.

Table 1 shows that the correlation coefficients of each item 
with its dimension for each scale were all statistically significant at 
the 0.05 level, *p  < 0.05, **p  < 0.01, and ***p  < 0.001, which 
confirms an appropriate degree of internal validity for the 
three scales.

A coefficient of at least 0.70 is required to indicate acceptable 
reliability (Baumgartner et al., 2002). Table 2 reports Cronbach’s alpha 
for each variable. Table 2 shows that Cronbach’s alpha varied from 0.70 
to 0.78, which is acceptable.

4.2 Sample characteristics

Respondents in this study are from nine faculties (Faculty of 
Information Technology, Graduate Studies, Engineering and 
Technology, Applied Sciences, Business and Economics, Art and 
Education, and Physical Education Faculty) from Palestine Technical 
University- Kadoorie, comprising 116 males (44.6%) and 144 females 
(55.4%). There were (29.6%, n  = 77) Diploma students (53.1%, 
n = 138). Bachelor students, and (17.3%, n = 45) Graduate Students. 
It also comprises 134 Scientific specializations (51.5%) and 126 

Humanities specializations (48.5%). Table  3 shows the 
demographic characteristics.

5 Findings

To answer the first question, “What is the level of AI literacy 
among PTUK students?,” the average scores for each dimension were 
calculated, and these mean scores were then evaluated by a pre-existing 
scale developed by Daher (2019). According to this scale, mean scores 
between 0.8 and 1.8 were categorized as very weak, while mean scores 
ranges from 1.8 to 2.6 were labeled as “weak scores,” scores lies 
between 2.6 and 3.4 were identified as “moderate scores,” and scores 
ranging from 3.4 to 4.2 were categorized as “good scores.” Mean scores 
from 4.2 to 5 were designated as “very good scores” on this scale.

Table 4 shows the means for AI literacy. The overall mean score 
for AI literacy was 3.075 out of 5, indicating a “moderate” level of AI 
literacy (Table 4).

To answer the second question, “What is the level of 21st century 
skills among college students?,” mean scores were calculated as shown 
in Table 5. The mean score for 21st century skills scores is 2.871 out of 
5, indicating a “moderate” level of 21st-century skills (Table 5).

To answer the third question, “What is the level of acceptance of 
generative AI among PTUK students?,” the means and standard 
deviation are calculated in Table 6. The overall mean score for generative 
AI acceptance mean is 3.890 out of 5, indicating a “good” level of 
generative AI acceptance (Table  6). Multiple regression models are 
conducted to find the influence. To assess whether the collected data 
satisfied the assumptions, including normality and collinearity (Williams 
et  al., 2019). The Shapiro–Wilk test was also employed to assess 
normality, as shown in Table 7. It shows that it is clear that the probability 
value of the variables (AI_literacy, 21st-century skills, Generative AI 
acceptance) is not significant ( = = =0.356, 0.618, 0.451p p p ) 
respectively, so we accept the hypothesis. All of the reported values show 

TABLE 1  Pearson correlation for each scale.

AI literacy 21st century skills Acceptance of applications of GAI

Item Correlation Item Correlation Item Correlation

1 0.804** 1 0.842** 1 0.774**

2 0.756* 2 0.882** 2 0.775*

3 0.782** 3 0.855** 3 0.817**

4 0.812** 4 0.812** 4 0.874**

5 0.884** 5 0.814** 5 0.810**

6 0.842** 6 0.805** 6 0.827**

7 0.810** 7 0.760** 7 0.795**

8 0.723* 8 0.750* 8 0.780**

9 0.890** 9 0.822** 9 0.756**

10 0.811** 10 0.897** 10 0.784**

11 0.846** 11 0.881** 11 0.732**

12 0.765** 12 0.827** 12 0.712**

13 0.773* 13 0.819** 13 0.705**

14 0.821** 14 0.884** 14 0.741**

*Significant at 0.05 Level. **Significant at 0.01 Level. ***Significant at 0.001 Level.
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that all variables are normally distributed. The Variance Inflation Factor 
(VIF) values were examined to evaluate collinearity, with results falling 
within the 1 < VIF < 5 range. This indicates that the variables are 
moderately correlated with each other. The low VIF values associated 
with the variables confirm no collinearity issue. Table 8 presents the VIF 
test results, demonstrating the absence of multicollinearity concerns. 
After verifying that the regression model’s assumptions were satisfied, 
multiple regression analyses were used to determine whether the 
independent variables (AI literacy and 21st century skills) significantly 
influenced the dependent variable (generative AI acceptance). Table 9 
displays coefficients for the regression analysis.

The results shown in Table 9 indicated that the two predictors (AI 
literacy and 21st century skills) explained 29.9% of the variation in 
students’ acceptance. AI literacy has a significant direct influence 
(t = 4.309, sig = 0.000). Furthermore, 21st century skills have a 
significant direct impact (t = 3.204, sig = 0.002). The results state that the 
regression coefficient is positive (0.311) and the relationship between AI 
literac and generative AI acceptance is statistically significant (p < 0.001). 
The regression coefficient is also positive for 21st century skills (0.221), 
indicating that the students with good 21st century skills accept 
generative AI better, and the relationship is statistically significant 
(p < 0.001). The value of the coefficient of determination ( 2R )for the 
constant was (19.9%) and the value of F was (29.93). This indicates that 
the model is statistically significant. For demographic influence, the 
results of Table 10 show that gender and field of study have a statistically 
significant influence, while the study level does not significantly 
influence generative AI acceptance. The value of the coefficient of 
determination ( 2R ) for the constant was (30.4%), and the value of F was 
(8.665). This indicates that the model is statistically significant.

6 Discussion

This study aimed to measure levels of generative AI literacy and 
21st century skills by surveying 260 respondents sampled from 

university students with different disciplines. The overall mean score 
for all respondents on the AI literacy scale was 3.07 out of 5, reflecting 
a moderate level of AI literacy among participants. The moderate AI 
literacy scores indicate that most participants are familiar with basic 
AI concepts (e.g., machine learning, chatbots) but may lack deeper 
technical or ethical understanding. This aligns with studies suggesting 
that while AI awareness increases, many individuals struggle with 
critical evaluation and responsible use of AI tools (Laupichler et al., 
2023). The moderate level supports the argument that current 
educational and training programs may not yet be sufficient to foster 
high AI literacy, necessitating more structured curricula emphasizing 
ethical considerations, bias detection, and practical AI applications 
(Long and Magerko, 2020).

Moreover, AI literacy is related to understanding AI’s capabilities 
and limitations and ethical awareness regarding its use. A moderate 
level of these dimensions reflects that college students need to retrieve 
their knowledge and reflect on the adequacy of their current 
knowledge (Ng et al., 2021). Also, students must consider issues while 
using AI platforms, such as privacy, intellectual property, and 

TABLE 2  Cronbach’s alpha for the scale.

Variables No. of Items Cronbach’s alpha

Artificial Intelligence 

literacy

14 0.78

21st century skills 14 0.74

Generative artificial 

intelligence acceptance

14 0.70

TABLE 3  Demographic characteristics of the respondents.

Demographic category Frequency Percent

Gender Male 116 44.6

Female 144 55.4

Specialization Scientific 134 51.5

Humanities 126 48.5

Study level Diploma 77 29.6

Bachelor 138 53.1

Graduate 45 17.3

Total 260

TABLE 4  AI literacy means and standard deviation.

Statements Mean SD

I can operate AI applications in 

daily life.

3.10 0.759

I can use AI tools to make my 

ease my life.

3.02 0.678

I can use different application 

of AI.

3.14 0.769

I interact with AI in a way that 

makes my tasks easier.

3.16 0.682

I can cooperate with an 

artificial intelligence,

3.15 0.708

I can communicate with 

artificial intelligence in every- 

day life

3.05 0.755

I know the concepts of AI. 2.95 0.757

I can evaluate limitations and 

opportunities of using AI.

3.32 0.722

I can imagine possible future of 

AI uses.

2.98 0.681

I apply AI applications in my 

learning process.

3.18 0.699

I can evaluate AI applications 

and concepts for different 

situations.

3.05 0.733

I am aware of AI ethics. 2.89 0.783

AI applications benefit 

everyone, regardless of physical 

abilities and gender.

3.07 0.702

I know that misuse of AI could 

result in substantial risk to 

humans.

2.97 0.773

AI literacy 3.075 0.370
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discrimination and bias (Khoo et  al., 2024). Kong et  al. (2024) 
reported that AI literacy is a comprehensive concept that enables 
students to apply AI concepts, realize their ability to use AI, 
understand the potential of AI applications, and be  aware of the 
ethical implications of AI tools. When comparing these findings to 
Kong et  al. (2024), who define AI literacy as a multidimensional 
competency encompassing conceptual understanding, practical 
application, and ethical awareness, the current results suggest that 
students may perform adequately in basic AI comprehension but lag 
in critical evaluation and responsible use. For instance, while students 
might recognize AI tools like ChatGPT or facial recognition systems, 
their ability to assess biases in AI outputs or navigate copyright 
concerns appears limited. This contrast highlights a crucial gap due to 
technical familiarity that does not equate to ethical or strategic 
competence. The moderate scores also imply that educational 
interventions should not only teach how AI works but also how to 

question its societal impact, reinforcing, Ng et al. (2021), and who 
emphasis on applied and ethical dimensions of AI literacy. Future 
curricula should integrate case studies on AI ethics, bias audits of real-
world systems, and reflective exercises to bridge this gap (Chan and 
Lo, 2025).

Regarding the second research question, which focused on 
21st century skills level, the study found that these skills were 
moderate in critical competencies like communication, 

TABLE 5  Twenty-first century skills means and standard deviation.

Statements Mean SD

I can use different tools to 

locate information to 

understand concepts.

3.09 0.755

I to identify necessary 

information to accomplish 

tasks

3.12 0.673

I take the lead on a group 

projects

3.08 0.720

I collaborate with peers to 

achieve a goal on projects.

3.04 0.795

I use technology tools to clearly 

communicate with my peers.

3.11 0.783

I use my oral presentation skills 

to clearly communicate 

concepts.

3.09 0.740

I use technical writing to clearly 

communicate topics.

2.97 0.807

I identify “real-world” 

challenges or problems.

2.49 0.850

I can determine an innovative 

solution to challenges

2.45 0.821

I evaluate the quality of an idea 

I get from different resources.

2.71 0.837

I evaluate the validity of data or 

evidence collected from a 

different resources.

2.59 0.872

I apply theoretical concepts to 

solve problems.

2.83 0.864

I respectfully work with 

individuals from different 

cultures.

2.78 0.890

I like to conduct projects that 

has a value to society

2.85 0.890

21st Century skills 2.871 0.387

TABLE 6  GAI acceptance means and standard deviation.

Statements Mean SD

I believe that GAI is useful in 

my studies

4.04 0.775

Using GAI enhances my 

opportunities of achieving 

important things in my studies

3.74 0.914

Using GAI helps me get tasks 

and projects done faster in my 

studies

4.03 0.854

Learning how to use GAI is 

easy for me

3.59 1.064

My interaction with GAI is 

clear and understandable

3.54 1.055

It is easy for me to become 

skillful at using GAI

3.88 0.923

Social media which influence 

my behavior believe that 

I should use GAI

3.70 1.071

My teachers have been 

supporting me to use GAI

4.09 0.805

My parents have been 

supporting me to use GAI

3.79 0.952

I intend to use GAI in the 

future

3.85 0.884

I plan to continue to use GAI 

frequently

4.36 0.735

I intend to use GAI to help 

complete my learning task

3.56 1.080

I have the resources necessary 

to use

3.97 0.822

I have the knowledge necessary 

to use GAI

4.32 0.704

GAI acceptance 3.890 0.404

TABLE 7  Shapiro–Wilk tests of normality.

Variable Kolmogorov-
Smirnova

Shapiro–Wilk

Statistic df Sig. Statistic df Sig.

AI_literacy 0.032 260 0.200* 0.994 260 0.356

21st_Century_skills 0.042 260 0.200* 0.995 260 0.618

GAI_acceptance 0.038 260 0.200* 0.994 260 0.451
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collaboration, creativity, and critical thinking among college 
students. The moderate scores in 21st-century skills (e.g., 
collaboration, creativity, digital literacy) suggest that students are 
reasonably adept at teamwork and communication skills 
frequently emphasized in the recent education systems (Cristea 
et al., 2024; Kain et al., 2024). However, weaker critical thinking 
and problem-solving performance imply that many students may 
still rely on surface-level analysis rather than deeper, innovation-
driven approaches. This could be  explained by the teaching 
strategies used while using generative AI (Barrett et al., 2021; He 
and Chiang, 2024; Saleem et al., 2024). Also, higher education 
institutions may not yet have structured ways to integrate AI in a 
manner that fully enhances 21st century skills (Shadiev and Wang, 
2022). To address this, university maker spaces should foster 
environments that encourage collaborative learning and enhance 
the teaching-learning process.

Additionally, universities should adopt educational models that 
incorporate quality assessments of learning and skill acquisition 
related to generative AI and promote meaningful interactions among 
students. If an institution plans to incorporate generative AI, it should 
address, assess, and evaluate students’ skills comprehensively, 
including soft skills and hard skills, and plan strategies to enrich 
students with 21st century skills. For example strategies like inquiry-
based learning, AI-powered simulations, and gamification (Celik 
et al., 2024; Hu, 2024; Gratani and Giannandrea, 2022; Jing et al., 2024; 
Samala et  al., 2024) should be  implemented. This is in line with 
Marrone et al., (2022), who found that 21st-century skills are not 
sufficiently developed due to inadequate digital infrastructure, a lack 
of qualified instructors, and the absence of clear Information and 
Communication Technology (ICT) policies, all of which impede the 
effective integration of technology in teaching.

In this respect, results also revealed that AI literacy positively 
influences the acceptance of generative AI. Since students are 
moderately AI literate, this may facilitate the acceptance of generative 
AI tools that contribute to the generative AI usage. Schiavo et  al. 
(2024) indicated that students acquire more knowledge and develop 
greater competence in using AI, indicating more AI literacy and 
enhancing a deeper understanding and proficiency in generative AI.

For the influence of college students’ 21st-century skills on 
generative AI acceptance, results revealed a pivotal role of 
21st-century skills that influence the acceptance of generative AI 
tools. This finding aligns with the earlier study by Fadli and Iskarim 
(2024), which identified six components of 21st century skills, digital 
skills, communication skills, student connectedness, perceived 
competence, and cooperativity, as potential factors that positively 
influence students’ acceptance of modern technologies. However, 
these findings differ from Gómez Niño et al. (2024) findings, who 
found that AI can equip students with essential 21st century skills 
like creativity, collaboration, and critical thinking in education. Also, 
a supporting study of Fadli and Iskarim (2024) showed that 
integrating ChatGPT into the learning process can help students 
sharpen their communication skills, stimulate critical thinking, and 
enhance their analytical, evaluative, and reflective skills. It seems also 
that the relation is bidirectional. 21st-century skills influence 
generative AI acceptance, and generative AI acceptance also 
influences 21st-century skills. Consider ethical issues while using AI 
tools related to fairness, accountability, transparency, bias, and 
integrity (Jang et  al., 2022). Moderate levels in AI literacy and 
21st-century skills seem to underscore the need for targeted 
upskilling initiatives. Since generative AI is increasingly integrated 
into various professions, educational institutions might focus on AI 
ethics, problem-based learning to strengthen critical thinking 

TABLE 9  Multiple regression model.

Model Unstandardized coefficients Standardized 
coefficients

t Sig.

B Std. error Beta

1 (Constant) 2.301 0.207 11.127 0.000

AI_literacy 0.311 0.072 0.284 4.309 0.000

21st_Century_skills 0.221 0.069 0.212 3.204 0.002

TABLE 8  Fitness of the model for multiple regression analysis.

Model R ٌR2 Adjusted SE of the 
estimate

F Tolerance VIF

1 0.435a 0.189 0.183 0.3652 29.930 0.724 1.381

aPredictors: (Constant), 21st_Century_skills, AI literacy.

TABLE 10  Regression of demographic variables.

Variable Standardized 
coefficients

B

T-value Sig R 2R F-value Sig

Constant 3.427 26.689 0.0000 0.092 0.304 8.665 0.000

Gender 0.1790 3.689 0.0000

Study program 0.1630 3.400 0.0010

College level −0.030 −0.849 0.3970
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alongside digital skills, and merging AI literacy with creativity and 
analytical reasoning.

These findings could also mean that AI acceptance influences 
AI literacy and 21st-century skills, which is a reverse correlation. 
For example, a previous study of Tseng et  al. (2025) and 
demonstrated that using AI tools like ChatGPT and Copilot in 
teaching greatly enhanced students’ AI literacy. Additionally, a 
positive correlation between AI literacy and AI acceptance was 
observed in a study by Li et al., 2024, and Yilmaz et al. (2023). 
They revealed that AI literacy and the ability to utilize AI 
technology are interconnected, suggesting that as AI literacy 
improves, so does the acceptance of AI. This result also concurred 
with the study of Ma and Lei (2024). They identified that AI 
literacy influences several components of acceptance among 
students using the Technology Acceptance Model (TAM), which 
includes: perceived usefulness (PU) as a primary factor that 
affects behavioral intention (BI) to use AI tools. It seems that AI 
applications have economic implications affect labor markets, 
business efficiency, and innovation (Chui et  al., 2023; 
Shafik, 2024).

Relationship between AI Literacy, 21st-century skills, and 
generative AI acceptance was provided in this study. This includes 
moderate levels of AI literacy and 21st-century skills. The study 
found that students exhibited moderate levels of AI literacy (mean 
score: 3.075/5) and 21st-century skills (mean score: 2.871/5), 
indicating room for improvement in these areas. Positive influence 
on generative AI acceptance. Regression analysis revealed that both 
AI literacy (β = 0.311, p < 0.001) and 21st-century skills (β = 0.221, 
p < 0.001) significantly influenced students’ acceptance of 
generative AI, explaining 29.9% of the variance. Also, bidirectional 
relationship which means while AI literacy and 21st-century skills 
enhance acceptance, the use of generative AI tools (e.g., ChatGPT) 
also improves these competencies, as supported by studies like 
Tseng et al. (2025).

For the demographic influence of gender and field of study. It 
seems that gender affects generative AI acceptance. This could 
be explained by the fact that usage among females and males may 
vary. Jang et al. (2022) revealed that female students may be more 
apprehensive about utilizing AI-based applications in their 
learning processes. Also, gender plays a complex role in 
determining an individual’s experience of AI anxiety; both 
cognitive and non-cognitive factors can explain this phenomenon. 
Also, a study conducted by Zhang et al. (2023) reported that gender 
plays a role in AI usage, since there is a lack of exposure that may 
lead to a low confidence level in the ability to use and understand 
AI-based applications, which may lead to anxiety and fear. 
According to the regression results, the influence of the study field 
is statistically significant. This is to say that students in different 
fields of study accept generative AI differently. The specialization 
of students could explain this. For example, students in scientific 
colleges perceive generative AI differently from students in 
humanities colleges. Technology and engineering schools lead in 
AI innovation, while liberal arts colleges may focus on their 
societal impact. The results also align with Hornberger et  al. 
(2023), who noted variations in AI literacy levels among college 
students, specifically highlighting higher literacy among 
engineering students and those in science, technology, engineering, 
and mathematics (STEM).

7 Conclusion

Based on the findings of this study, college students who possess 
a moderate AI literacy level and moderate 21st century skills tend to 
accept generative AI applications in their learning process. In the 21st 
century, achieving learning outcomes is increasingly difficult. The 
reality is that the learning skills still need to be improved. AI literacy 
also needs improvement among college students. Therefore, enhancing 
AI literacy among college students is essential, and this can be achieved 
by developing targeted instructional materials, educational curricula, 
and strategies. Integrating AI literacy into college courses across all 
disciplines is a highly effective approach, as supported by various 
studies in the field (Laupichler et  al., 2023; Mansoor et  al., 2024; 
Salhab, 2024).

7.1 Recommendations and future work

Based on the study’s findings, it is recommended that the use of 
generative AI among college students be further improved by fostering 
critical thinking and ensuring its responsible application in education. 
This approach can lead to higher-quality and more effective learning 
outcomes. Findings also inform some recommendations for 
curriculum design like assessment strategies; institutions should 
redesign assignments to emphasize process over product, such as 
requiring students to document their use of AI tools and reflect on 
revisions. Moreover, ethical awareness by offering courses that 
incorporate case studies on AI-generated plagiarism and copyright 
dilemmas, echoing the referenced study’s call for explicit discussions 
about originality (Lo et al., 2025). As this study found that AI literacy 
and 21st-century skills influence generative AI use, conducting 
qualitative studies to investigate the phenomenon deeply is thoughtful. 
Moreover, conducting studies to compare AI literacy rates across 
low-resource vs. high-resource institutions is recommended.

7.2 Limitations

Some limitations could be addressed in future research. UTAUT 
model may not have the feature of generalizability of the findings 
compared to other models or theoretical frameworks. Moreover, 
evaluating 21st century skills poses challenges due to the lack of 
standardized assessment tools, which may limit the depth and accuracy 
of the results. Future studies could explore alternative frameworks and 
more comprehensive methods to address these limitations. 
Additionally, the tool used in this study may not have fully captured the 
complexity of certain constructs, such as creativity. Also, the score 
strength scale used in Daher (2019) lacks a clear empirical or 
theoretical foundation for its categorical thresholds (e.g., weak, 
moderate, strong). The cutoffs appear arbitrarily defined without 
justification, such as statistical analysis, prior validation, or expert 
consensus. This raises concerns about objectivity and reproducibility 
in this study. This arbitrariness may introduce bias, oversimplify 
nuanced data, and limit the scale’s validity for comparative research. 
Future work should employ empirically derived thresholds or 
continuous scoring to enhance rigor. Moreover, future studies could 
explore the model developed in this research by employing more 
detailed and objective data collection methods to measure these skills 
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better. Another limitation is the relatively small sample size of the 
study, which may influence the robustness and applicability of 
the results.
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