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The development of Multimodal Large Language Model (MLLMs) offers new technological support for cultivating design thinking and innovation capability in medical education. However, the current training of medical professionals remains predominantly centered on knowledge memorization and one-way didactic instruction. The systematic integration of artificial intelligence and innovation methodologies is still insufficient, while challenges such as limited interdisciplinary integration and inefficient teaching iteration have constrained the cultivation of innovative literacy. To address these challenges, this study constructs the “MLLM+EDIPT” integration framework, which deeply couples the design thinking model from Stanford University's D.school with MLLM technology. It systematically elucidates the cognitive support mechanisms of MLLM across the stages of empathy, definition, ideation, prototyping, and testing. Targeting diverse stakeholders, including hospitals, universities, educators, and students, this study proposes a phased cultivation strategy and competency framework based on school-clinician collaboration. This framework emphasizes the full integration of the “human-centered” philosophy, leveraging AI to enhance situational awareness, feedback timeliness, and methodological rigor, thereby driving the transformation of teaching models from experience-driven to intelligent collaboration. Ultimately, this research aims to provide a theoretically grounded and practically viable pathway reference for the cultivation of top-tier innovative medical talents in the AI era.
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1 Background

In recent years, artificial intelligence technologies represented by deep learning and cross-modal perception have advanced rapidly, propelling Multimodal Large Language Models (MLLMs) to become pivotal vehicles for cognitive computing and intelligence augmentation (Mohammad-Rahimi et al., 2023; Stahlschmidt et al., 2022; Vakalopoulou et al., 2023; Sofia and John, 2024; Yin et al., 2024; Truhn et al., 2024; Ferber et al., 2024; AlSaad et al., 2024). Trained on massive multi-source heterogeneous data, including text, images, audio, and video, MLLM possesses ultra-large-scale parameters and cross-modal semantic understanding capabilities. It can simulate human cognitive processes that integrate visual, auditory, and linguistic information, aligning with Paivio's Dual Coding Theory, where visual and linguistic representations synergistically promote knowledge construction. Simultaneously, its dynamic reasoning mechanism embodies the core tenets of embodied cognition—cognition is not isolated symbol manipulation within the brain, but rather emerges dynamically through the coupling of perception and action during human-environment interaction (Ianı̀, 2021; Reali et al., 2024). Compared to traditional single-mode models, MLLM demonstrates significant improvements in generalization ability, contextual adaptability, and cross-modal alignment. It is progressively evolving from “instrumental assistance” toward “cognitive collaboration”, offering new technical pathways for the intelligent transformation of education based on Dual Coding Theory (Stout, 2021; Dubova et al., 2022; Elabd et al., 2025). In the medical field, MLLM has demonstrated broad potential in clinical decision support, medical education, patient interaction, and drug discovery (Yu et al., 2024; Meng et al., 2024; Lucas et al., 2024; Hobensack et al., 2024; Lu et al., 2024). Statistics indicate that over 100 healthcare-specific large models were released globally between 2022 and 2024, covering scenarios such as diagnosis, teaching, and science popularization (Lee, 2024; Gu et al., 2025; Yazdani et al., 2025; Wu et al., 2024). As MLLMs progressively replace repetitive, procedural knowledge processing tasks, the core competitiveness of future medical professionals must shift toward advanced cognitive activities—particularly the development of innovative thinking(Wang and Chow, 2023; Houssaini et al., 2024; Wiggins, 2020). Innovative thinking refers to an individual's ability to identify problems, reconstruct cognitive frameworks, and propose original solutions within complex and uncertain contexts. It represents a critical quality for addressing future healthcare challenges (Esmaeilzadeh, 2024; He et al., 2025; Mudgal et al., 2022; Bidenko et al., 2025). How to reshape the medical student training paradigm—shifting away from reliance on rote memorization and knowledge reproduction toward developing capabilities in problem discovery, cross-disciplinary integration, and prototype creation—has become a core issue in medical education reform for the new era (Fahrner et al., 2025; Gautam et al., 2024; Denecke and Gabarron, 2021).

Against this backdrop, Design Thinking—as a human-centered, iterative innovation methodology—is increasingly recognized as an effective approach for cultivating innovation capabilities (Bravo, 2023; Lorusso et al., 2021; Madson, 2021; van Velzen et al., 2024). This concept, jointly advocated and developed by IDEO and Stanford University's d.school, traces its theoretical roots to Schön's “reflective practitioner” model and Kolb's experiential learning cycle theory, emphasizing knowledge construction and meaning generation through “learning by doing” (Quilty and Murphy, 2022; Karnieli-Miller, 2020; Chen et al., 2022). Design thinking typically comprises five stages—Empathize, Define, Ideate, Prototype, and Test—forming the EDIPT model. This framework has been widely applied to solving complex social problems and service innovation practices. Research indicates that this model not only provides a structured process but also stimulates individual creative potential through immersive scenarios, empathy training, and rapid trial-and-error mechanisms, serving as a crucial bridge connecting abstract innovative thinking with concrete practical outcomes (Guo et al., 2024). However, current design thinking education remains predominantly experience-driven and reliant on human feedback, commonly suffering from excessive cognitive load, prolonged iteration cycles, and insufficient personalized guidance. While prior research has attempted to integrate AI technologies into innovation teaching processes, most efforts remain confined to text generation or single-modal information support, failing to achieve the systematic embedding and cognitive augmentation of MLLM across the entire design process (Vykhrushch et al., 2021; Alqahtani et al., 2023). This landscape reveals a critical research gap: How can the cognitive enhancement capabilities of multimodal large models be deeply integrated into the classical design thinking framework to establish a new intelligent paradigm for cultivating medical students' innovation competencies? This study aims to bridge this theoretical void by proposing an intelligent upgrade pathway based on the EDIPT model, propelling design thinking education from an “experience paradigm” to an “intelligence paradigm.” Constructing a “new paradigm” with MLLM as its technological foundation, this approach achieves cognitive expansion and innovation empowerment throughout the entire process by:—Deepening understanding of patient needs during the empathy phase through real-time perception of multimodal clinical contexts, integration of cross-domain knowledge, and generation of visual feedback;—Precisely refining core problems during the definition phase; —Stimulating interdisciplinary associations during the ideation phase;—Accelerating solution iteration and validation during the prototyping and testing phase.

In summary, this study aims to integrate the technical advantages of Multimodal Large Language Models (MLLMs) with the educational logic of the EDIPT design thinking model to construct a theoretically sound, structurally clear, and scalable intelligent framework for cultivating medical students' innovation capabilities. Specific objectives include: establishing cognitive support mechanisms for MLLMs across the stages of empathy, definition, ideation, prototyping, and testing; proposing a new paradigm for innovation capability development centered on “human-centered, intelligent collaboration”; and designing an actionable cultivation strategy system applicable to university-clinic collaborative scenarios. The theoretical significance of this research lies in expanding the connotation and boundaries of design thinking in the AI era. Its practical value manifests in providing a feasible pathway for the systematic cultivation of top-tier innovative medical talent. Its innovation primarily lies in the first systematic realization of the deep integration between MLLM and classical innovation methodologies, propelling medical education toward a paradigm shift from “experience-driven” to “intelligent collaboration.” The full text comprises six sections: Part One outlines the research background and necessity; Part Two introduces research methods and data sources; Part Three analyzes the theoretical foundation of the EDIPT model and its feasibility for integration with MLLM; Part Four proposes a phased implementation pathway and target competency framework for the “MLLM+EDIPT” integrated framework; Part Five explores teaching strategies for collaborative advancement by multiple stakeholders including hospitals, universities, faculty, and students; Part Six summarizes the study's contributions, limitations, and future research directions. Through theoretical construction and strategic design, this paper aims to provide a forward-looking and practical reference framework for medical innovation education in the AI era.



2 Research methods and data sources

To ensure scientific rigor and reproducibility, this study employed the following research methods:


2.1 Literature search and screening process

We conducted systematic searches using keyword combinations across databases, including PubMed, Web of Science, IEEE Xplore, and CNKI:

keywords: Design thinking, Medical education, Multimodal AI, Innovation Thinking, EDIPT model. The timeframe was restricted to 2020-2025, yielding 369 relevant articles. After initial screening of titles/abstracts, full-text reading, and quality assessment (using PRISMA standards), 89 high-quality articles were ultimately included, covering three major categories: theoretical research, teaching practice, and technological application.



2.2 Data analysis method

Thematic analysis was employed to categorize and extract the following four key dimensions:

(1) Current state and bottlenecks of medical students' innovation capabilities

(2) Application models of design thinking in medical education

(3) Role of AI technology in innovative teaching

(4) Competency assessment indicator systems




3 The main body and reform challenge of the cultivation of medical students' design thinking and innovation ability under the wave of multimodal large model


3.1 Helping hospital diagnosis and treatment innovation: breakthroughs and challenges in innovation

A large amount of multimodal data, including medical records, laboratory results, medical pictures, audio, and various other types of data (such as genetic data), is produced during hospital diagnosis and treatment. Consequently, extensive models whether commercial or open-source models, are perpetually simulated and trained to develop a comprehensive medical model infused with medical information. The introduction of extensive multimodal medical models like Med-PaLMM, LLaVA-Med, and XrayGPT has delivered unparalleled assistance and precision in administrative oversight, medical diagnosis and treatment, clinical management, and medical research, underscoring their significant application potential and value within the entire medical process (Li et al., 2023; Samaan et al., 2023; Tekcan Sanli et al., 2025; Ayers et al., 2023).

In terms of diagnosis and clinical nursing, the large medical model can reduce the workload of medical service providers from complex case management and routine diagnosis. More and more scientific and technological companies and hospitals are training their general large model into a large medical model that can assist clinical diagnosis and nursing. Among them, the multimodal model Med-PaLM-2, from Google Research, is designed specifically for the medical field, which is also the first AI system to exceed the passing score (>60%) in the United States Medical Licensing Examination (USMLE) (Khalpey et al., 2024). In medical research, the application of large models can greatly shorten the research and development process, process a large amount of genetic data, clinical trial design, data collection, and mining of the laws and associations behind the data in a short time, so that medical research has changed from the traditional experience-driven and small experiment mode to the data-driven and large analysis mode. In online diagnosis and treatment, the large model uses its powerful data processing ability, language understanding, and decision support ability. With deep learning and natural language processing technology, the large model can understand the symptoms described by patients, provide preliminary health assessment suggestions, assist doctors in disease analysis, and even help identify the vital signs of patients in an emergency, and guide family members and doctors in first aid.

The training of large models requires strong computing power, which demands significant financial commitment for support. For example, the computational cost of training ChatGPT-3 has exceeded hundreds of millions or billions of dollars. In practice, the majority of hospitals are unable to implement extensive medical deployment and training owing to limitations in computational capacity and financial resources; thus, the optimization of big medical models for efficiency is a critical focus for future advancements. Although we can obtain a lightweight medical model by compressing the large model through model pruning, quantification, and multiple rounds of training, the compression process is prone to large model illusion, which refers to the phenomenon that the generated output contains inaccurate or nonfactual information (Metze et al., 2024). Large model illusion is not only a technical debugging problem but also a bridge for interdisciplinary dialogue. It connects many disciplines such as computer science, medicine, ethics, etc. Owing to the sensitivity of data, stringent professionalism, elevated risk, and other attributes of the medical sector, the lightweight training of big models frequently encounters difficulties in the acquisition of high-quality training samples, particularly when addressing rare diseases or uncommon situations. The core of the challenge is the scarcity of interdisciplinary innovative talents. There is a shortage of innovative talents who are familiar with medical professional knowledge and proficient in information technology, which seriously restricts the development and application of lightweight medical models.



3.2 Promoting the upgrading of school education: educational innovation and transformation challenges

In April 2024, the National Education Digitization Strategy Action 2024 Working Points released by China's Ministry of Education explicitly proposed the implementation of a demonstration initiative for the application of AI large models in the education system and promoted the application of AI large models in relevant professional fields with higher education as the entry point. The large model facilitates precise assessment of students‘ learning behavior and teachers' teaching quality through its powerful multimodal content generation capabilities such as text, pictures, audio, and images, as well as its efficient context dialogue, logical reasoning, data calculation, and task processing capabilities, providing a scientific basis for educational decision-making, and promoting the comprehensive upgrading of campus, teaching, scientific research, and employment services.

Campus management: We will implement comprehensive and dynamic intelligent management of the campus utilizing a multimodal large model, achieving digital transformation and intelligent enhancement across various scenarios, including teacher-student governance, educational administration, intelligent oversight, support for teacher-student development, smart office operations, logistics services, campus security, and collaborative education. This initiative aims to elevate the standard of intelligent management and enhance the efficiency of educational governance, ultimately fostering efficiency, intelligence, and humanization in educational management services (Gallagher et al., 2021).

Teaching resources: The classroom can be extended to multiple times and spaces, including digital cyberspace, virtual world, and meta-universe, through intelligent education platforms and virtual teaching assistants. This expansion allows educational resources and services to reach a broader audience of educators and learners, thereby enhancing the accessibility of educational materials. Through the analysis of massive data, the large model can provide more comprehensive and enlightening knowledge content, accurately monitor and analyze each medical student's learning habits and career planning, and create an exclusive training plan (Gordon et al., 2024).

Scientific research: Generate new data, hypotheses, models, or solutions with the help of multimodal large models, predict the trend of medical research, and provide new tools and perspectives for addressing complicated challenges and investigating uncharted domains. Combined with the multimodal content generation capability of large models, complex simulation environments can be built for high-precision scientific experiments, thereby diminishing reliance on costly physical equipment and resources while simultaneously enhancing security (Mashraqi and Allehyani, 2022).

Career planning guidance: To ensure alignment between educational trajectories and societal human resource demands, the employment guidance department of colleges and universities, through the big data analysis ability of the big model, has a real-time understanding of the current social employment situation, salary, and career development trend, and timely coordinates with the teaching management department to refine professional curricula and facilitate effective career planning for college students (Godoi et al., 2024).

According to a UNESCO survey, less than 10% of the 450 schools surveyed have issued guidance on AI. Numerous medical universities still lag in the reform and innovation of the medical education system and resource integration, especially in terms of interdisciplinary vision and cooperative spirit (Yánez Benítez et al., 2023). The cultivation of cooperative innovation, empathy, and adaptability is seriously insufficient. The application cases and related knowledge of large model technology in disease prevention, diagnosis, and treatment have not been fully incorporated into the curriculum system. The extensive use of massive models in the medical domain has highlighted issues related to humanistic treatment, privacy protection, equity, and accountability.



3.3 Helping teachers' Teaching Reform: mode reform and transformation challenges

The multimodal large models, using the capabilities of diverse data types including text, images, video, and audio, have been thoroughly integrated into various aspects of education, like teaching design, teaching resource development, teaching implementation, and assessment, thereby introducing unparalleled innovations in teaching and research tools for university educators. It has not only changed the traditional teaching mode but also deepened the potential of medical research, providing students with more high-quality, efficient, and personalized educational services.

Teaching design: With the help of the large model, teachers can quickly complete the collection and analysis of multimodal data such as academic performance, learning behaviors, and emotional response, depict students‘ portraits, analyze their learning situation, and provide a strong basis for teachers to formulate personalized teaching plans. At the same time, the large models can intelligently recommend appropriate teaching objectives and diversified teaching strategies for teachers according to curriculum standards and students' learning situations (Tolentino et al., 2024).

Teaching materials: The large models can automatically generate relevant course content, including courseware, pictures, videos, and other types of teaching materials according to the teaching themes and objectives provided by teachers. Simultaneously, the large model can monitor developments in educational research and practice in real time, dynamically updating teaching cases and reference materials. This ensures that the resources available to instructors remain aligned with both disciplinary advances and evolving industry standards (Xu et al., 2024).

Classroom teaching: The large model can build diversified classroom interaction scenes such as ubiquitous learning and situational learning, act as an intelligent teaching assistant, alleviate the burden of teachers‘ answering questions, and collect students' learning state, expression, and interaction data in real-time with intelligent devices. The large model can analyze the deficiencies in the instructional process and optimize it in real-time through recognition training (Abd-Alrazaq et al., 2023).

Teaching evaluation: The teaching evaluation involves a thorough analysis of students' academic performance, classroom engagement, learning attitudes, and various multimodal factors. The extensive model assesses the effectiveness of teaching, produces a visual evaluation report, and graphically represents the strengths and weaknesses of the instructional process. Teachers can contemplate the instructional process, adjust teaching strategies, and continuously improve the teaching quality based on these evaluation results (Guo et al., 2021).

With the in-depth application of multimodal large models and related technologies in the field of medical education, the lack of dual-qualified teachers with both medical knowledge and experience in the development and application of large-scale models has become increasingly prominent. Certain educators struggle to swiftly adjust to the creative pedagogical approaches introduced by large-scale models, lack the corresponding innovative teaching ability, and find it challenging to address the diverse learning needs of students.



3.4 Promoting students' learning and upgrading: knowledge explosion and Innovation Challenge

Contemporary medical students grow up in an era of vigorous development of high technology and deep penetration of the Internet and social media, and are highly sensitive to emerging technologies. The multimodal large model accurately generates multiple resources, including text, images, audio and video derived from knowledge learning, social experiences, and the accumulation of clinical practice, ultimately facilitating the comprehensive development of medical students through career guidance.

Knowledge learning: Multimodal large models can intelligently recommend suitable learning resources, including online courses and practice question banks, by analyzing the learning habits, capabilities, and interests of medical students, thereby enhancing the precision and efficiency of the learning process. Multimodal large models can also continuously track and provide the latest medical research reports and results, ensuring the timeliness and competitiveness of medical students' knowledge (Zhang et al., 2025).

Social life: Multimodal large models provide medical students with richer and more diverse social experiences, such as virtual reality socializing and online games, by creating virtual characters and scenes. By intelligently analyzing the interests and preferences of medical students, we propose appropriate entertainment content, including music, movies, and literature (Alonso-Bastarreche and Vargas, 2021).

Clinical practice: Multimodal large models provide personalized learning paths by assisting in the design and simulation of patient diagnosis and treatment cases, assisting medical students in understanding complex medical theories, and closely integrating theoretical knowledge with practical clinical scenarios. Enable medical students to practice diagnosis and develop treatment plans within a secure environment, improve their practical skills, and enhance their communication and teamwork skills with patients (Liu et al., 2023).

Career guidance: The multimodal large models, through deep learning and multimodal data analysis, can predict employment prospects in different medical majors, assist medical students in optimizing their resumes and simulating interviews, and improve job success rates. Currently, multimodal large models have given rise to a series of emerging professions, such as medical language engineers and medical AI engineers, hence providing more employment opportunities and development space for medical students (Chen et al., 2025).

The growing utilization of large models by medical students is amplifying concerns regarding academic honesty among certain individuals in the field. Driven by a lazy mentality, attempts to use artificial intelligence to cheat, plagiarize papers, and do homework on behalf of others have been repeatedly banned, and medical students' ability for independent thought and exploring innovation has gradually deteriorated due to their lack of consideration for big models. Therefore, the cultivation of innovative thinking, complex problem-solving abilities, human-machine collaboration, self-regulated learning, and other abilities for medical students is becoming increasingly important.




4 A new paradigm for design thinking EDIPT modeling in the context of multimodal models

Verganti et al. asserted that design thinking is a paradigm, methodology, process, or cognitive framework that is future-oriented, user-centric, and innovatively solves problems. The objective is to devise innovative solutions for current or prospective issues, with a focus on user needs and process efficiency. The EDIPT approach is derived from the results of the development of the design innovation course at Stanford D.school, which delineated the design thinking process into five phases: Empathy, Define, Ideate, Prototype, and Test. Brown and Katz emphasize that design thinking is a people-oriented design philosophy and methodology, prioritizing human needs and behaviors, emphasizing team collaboration, and promoting innovation (Triplett et al., 2024). Utilizing techniques such as empathetic insight, prototype iteration, and testing optimization, corresponding development tools are employed to pursue systematic innovation methods that pursue innovative problem-solving through structured processes. Concurrently, with the increasingly powerful and widely used functions of multimodal large models, the EDIPT design thinking model has also ushered in a new opportunity to integrate with multimodal large models. The significant benefits empowering value of multimodal large models in various aspects of the model, such as understanding needs, stimulating creativity, and testing and verification, are becoming increasingly prominent. It injects new intelligent power into the EDIPT design thinking model, opens up a new paradigm of human-machine collaboration, and greatly improves the efficiency of cultivating innovation among medical students (Table 1).

TABLE 1 Differences between traditional paradigm and multimodal large models at the design thinking stage.


	Design thinking stages
	Educational significance
	Traditional paradigm
	New paradigm in MLLM context





	Empathy
	Cultivating humanistic care and empathetic abilities
	Field observation and undercover research, focus group discussions, user journaling
	Multimodal user behavior analysis, social media sentiment mining, intelligent surveys and automated log parsing

 
	Define
	Enhance problem identification and abstraction skills
	Manual research synthesis, team discussion to define problems, static user persona creation
	Multimodal data visualization support, machine learning pattern recognition, dynamic user persona generation

 
	Ideate
	Stimulate creativity and critical thinking
	Brainstorming and mind mapping
	MLLM-generated multimodal creative solutions, AI-assisted creative combination recommendations, creative quality assessment systems

 
	Prototype
	Strengthen hands-on skills and practical awareness
	Hand-drawn sketches and paper prototypes
	Automatically generated UI/UX designs, 3D-printed smart models, AR/VR immersive prototype simulations



	Test
	Build iterative thinking and user-centric awareness
	Small-scale user testing
	Large-scale online A/B testing, real-time data analysis, MLLM-driven experience scoring systems






4.1 Empathy integration

The initial phase of the EDIPT design thinking model is “Empathize”, highlighting the importance of understanding the genuine requirements of users, which coincides with the spirit of humanistic care that medical students need to master during the innovation process (Buchheit and Allen, 2022). With the advancement of medical technology, medical students need to focus on utilizing these innovations to improve the quality of life of patients, rather than just treating physical ailments. By understanding the psychological and physical requirements of patients, medical students can design innovative treatment regimens that are more relevant and practical.



4.2 Problem-oriented

The EDIPT design thinking model emphasizes the process of the “Define” and “imagining”, which involve elucidating specific problems and engaging in diverse creative thinking. In the era of AI large models, medical students will encounter many challenges, such as unfamiliar experimental design, massive data processing, large-scale disease management, and the realization of personalized treatment. Medical students need to use brainstorming, user portraits, participation in design, and other methodologies to innovate and conceive corresponding solutions from multiple dimensions and perspectives, utilizing AI large model platforms such as ALphaFold and RoseTTAFold (Abramson et al., 2024; Krishna et al., 2024).



4.3 Practice and iteration

During the “Prototype” and “Test” phases, the EDIPT design thinking model emphasizes “Learning by Doing” and encourages swift practice and iterative improvement (Annan et al., 2023). In the age of large models, medical problems are complex and changeable. Innovation in the medical field also needs to explore optimal solutions through rapid design and repeated experiments. This iterative process enables medical students to accumulate experience through trial and error, improve problem-solving skills, and accelerate the innovative research and development of personalized treatment schemes, drugs, or devices.



4.4 Interdisciplinary cooperation

The EDIPT design thinking model advocates interdisciplinary teams collaborating closely to transcend the constrains of individual specializations, using tools such as brainstorming and participatory design to stimulate more innovative sparks. Medical innovation in the era of AI large models frequently arises from interdisciplinary integration, involving knowledge and skills in biotechnology, information technology, artificial intelligence, ethics, and other fields (Huber, 2022).



4.5 Continuous learning

The EDIPT design thinking model emphasizes openness and adaptability. The rapid development of technology in the era of AI large models renders lifelong learning essential. In the process of innovation, medical students need to constantly absorb new knowledge and skills. The capacity for continual learning is crucial for monitoring the latest medical progress and implementing innovation in practice (Olasoji, 2016).




5 Cultivation of medical students' design thinking based on the new paradigm of design thinking edit model

With the rapid advancement of artificial intelligence technology, hospitals, universities, educators, and medical students must collaborate to address emerging challenges. In the context of multimodal large model, and drawing on both classical design thinking process and new paradigm, all stakeholders should actively engage in various stages of the EDIPT model to comprehensively cultivate design thinking of medical students in an all-around way, to forge the innovative thinking of medical students. This approach seeks to cultivate innovative thinking, stimulate creativity, and equip medical students with the skills needed to thrive in the face of future societal challenges.


5.1 Cultivation of medical students' design thinking in the empathy stage

Medical students are assigned to hospitals or community service centers through the school-doctor collaboration to engage with the medical needs of diverse populations (Ong et al., 2024). Medical students are encouraged to engage in discussions of clinical cases, articulate personal reflections and emotional responses, and facilitate debates on controversial medical issues. This approach aims to foster a multifaceted understanding of diverse perspectives.

Integrate the concept of empathy into compulsory educational curricula, including social studies, literature, and ethics education. Utilize VR and AR devices to create immersive scenarios that enable medical students to confront the emotional dilemmas inherent in medical decision-making. This approach fosters empathy, teaches the balance between innovation and ethical standards, and instills a respect for the value of life through pre-programmed emotional and discursive scripts.

Educators ought to establish role models and foster emotional connections with medical students through effective communication, active listening, and compassion. They should refine teaching objectives, content, and task analysis, while prioritizing empathy in the learning environment. Additionally, creating a multicultural educational setting and promoting engagement in public welfare activities will enhance students' social awareness and empathy (Martinsone and ŽydŽiunaite, 2023).

Students require training in trans-personal thinking to comprehend the emotions and needs of others across various contexts. This training aims to improve their capacity for divergent thinking and to enrich their empathetic experiences through storytelling, role-playing, and group discussions. Additionally, employing multimodal large model tools for the analysis of expressive observation, body language, and intonation is essential (Lin et al., 2024).



5.2 Cultivation of medical students' design thinking in the define and ideate stage

The definition and conception of needs/problems is the key starting point for the implementation of design thinking. The traditional methods of definition and conception of needs/problems mainly rely on small-scale patient interviews and field research, which can only obtain one-sided user feedback. With the advent of artificial intelligence, multimodal large model technology is fundamentally transforming how medical students understand and address the needs of various stakeholders. From the collection and analysis of massive data to the generation of profound insight, the multimodal large model has injected unprecedented power into the design thinking of medical students. Although the multimodal large model is powerful, it often lacks empathy and humanistic insight and is prone to hallucinations (Li and Wu, 2025). Based on the new paradigm of design thinking, this paper takes empathy and humanistic care as the core and a multimodal large model as the support platform to build a systematic training path from the four-dimensional relationship of hospital school teacher-student, to stimulate innovative ideas, enrich the conception dimension, improve the scientificity and innovation of demand/problem definition and conception, use human emotional wisdom to control model analysis, and capture the temperature of human nature in the cold data (Table 2).

TABLE 2 Methods and objectives of cultivation of each subject in the definition and conceptualization phase.


	Phase
	Multimodal large model-assisted methods
	Hospital training methods
	School training methods
	Teacher training methods
	Student target competencies





	Data collection
	Automatically integrate multi-source heterogeneous data such as user behavior logs, social media comments, and clinical feedback to achieve semantic annotation and cleansing
	Promote school-clinician collaboration mechanisms; share electronic health records, medical guidelines, and clinical research data; open medical large model interfaces
	Provide authentic practice scenarios; build academic resource platforms (libraries, databases, laboratories); Deploy education-specific large model systems
	Guide questionnaire design, interview outline development, and digital tool usage; provide resource retrieval pathways and data ethics training
	Participate in school-clinician collaborative projects; proficiently utilize large models and data collection tools; possess innovative solution design capabilities

 
	Data analysis
	Track spatiotemporal user behavior trajectories via deep learning, conduct sentiment analysis and cultural pattern recognition, support visual interactive analysis (Stankoski et al., 2024)
	Implementing a dual-mentor system; organizing case seminars; opening intelligent diagnosis and treatment analysis platforms
	Teaching courses on Data Analysis and Modeling, Interdisciplinary Research Methods; hosting competitions and multidisciplinary workshops
	Instructing on clustering, classification, and topic modeling techniques; organizing group projects with formative feedback
	Mastering mainstream analytical methods and tools; identifying problems, refining needs, and proposing solutions from complex data

 
	User insights
	Build dynamic, multidimensional user personas; generate virtual patients for immersive testing; simulate extreme medical scenarios to evaluate service resilience (Chenais and Görgen, 2024)
	Organize expert workshops on user modeling methods; support medical students in iteratively building personas based on real cases
	Offer user research courses; guide persona-building practice; facilitate participation in academic exchanges and industry applications
	Explain profiling principles and contextual variations; analyze key medical scenarios through case studies; evaluate and refine student outcomes
	Capable of constructing precise user profiles; possesses continuous updating capabilities to support personalized healthcare service design



	Requirement/Problem definition
	Utilize machine learning to uncover latent patterns and implicit needs; generate predictive insights via large models to identify emerging trends (Shi and Komiak, 2025)
	Organize expert reviews of student work; invite industry experts for lectures sharing cutting-edge technologies and demand forecasting expertise
	Integrate theoretical instruction with project-based practice through case studies, predictive simulations, and innovation challenges Guide extraction of core pain points from personas; inspire use of large models for demand extrapolation and hypothesis validation; provide personalized coaching
	Develop empathy and foresight; accurately define real-world problems, leverage AI to predict future needs, and support evidence-based decision-making
	Foster empathy and foresight; define real-world challenges precisely while leveraging AI to anticipate future needs, enabling evidence-based decision-making







5.3 Training of medical students' design thinking in the prototype stage

Prototype production is the core link of design thinking and the stage for medical students to show their talents. Multimodal large-scale model technology is injecting new vitality into this process. Multimodal large-scale model realizes the batch and personalized generation of creative resources and can automatically recommend and generate relevant creative elements based on a vast database, which greatly expands the boundary of medical students' creativity (Shah, 2024). However, with the in-depth application of multimodal and multimodal models, problems such as the homogenization tendency of generated content and the lack of fit with the real environment have become increasingly apparent (Kilintzis et al., 2024). Hospitals, schools, and teachers, as key players in fostering innovative thinking, should always be vigilant to supplement their shortcomings. Simultaneously, they should prioritize empathy and use design thinking as a foundation to enhance their innovation, enabling medical students to cultivate their strengths, overcome their weaknesses in human-computer collaboration, and appreciate the beauty of intelligence with a craftsman's mindset (Table 3).

TABLE 3 Training methods for subjects and target student competencies at the prototype stage.


	Stage
	Multimodal large model-assisted methods
	Hospital training methods
	School training methods
	Teacher training methods
	Student target competencies





	Scheme design
	Expanding creativity by integrating big data case libraries with knowledge graphs; Generating diverse design solutions using generative adversarial networks (GANs); Conducting interactive evaluations through VR/AR integration; Analyzing strengths and weaknesses of similar designs via large models to inspire innovative directions (Yang et al., 2024) (Waisberg et al., 2025).
	Organize specialized workshops featuring simulated medical scenarios; guide students in fine-tuning large language models; invite clinical experts and engineers to share design insights and instruct students in applying methods like SCAMPER for conceptual innovation practice (Rahimi and Shute, 2021)
	Invite medical innovation experts to deliver lectures and share cutting-edge concepts; Host design competitions; Promote university-industry/university-hospital collaboration projects to enhance practical design training
	Guide the use of design thinking tools to map requirements and conceptual connections; Organize brainstorming sessions and mind mapping training; Coach on leveraging large language models for creative generation and filtering; Provide continuous feedback on the innovation and feasibility of proposals
	Integrate design thinking, interdisciplinary knowledge, and AI tools to propose innovative, feasible, and practical design concepts; demonstrate the ability to evaluate, synthesize, and clearly articulate concepts



	Prototyping and execution
	Optimize design element combinations using multimodal models; Rapid prototyping through 3D/4D printing and smart manufacturing technologies, providing material and visual recommendations; Ensuring precision via visual inspection; VR/AR pre-implementation simulations; Blockchain-based process traceability management (Pugliese and Regondi, 2022) (Zhang and Qi, 2023).
	Open hospital innovation labs and simulation environments; Establish a mentor-apprentice system to guide students in transforming concepts into tangible products or systems; Organize expert reviews to validate clinical applicability and establish outcome evaluation mechanisms.
	Establish open engineering and innovation laboratories equipped with advanced equipment and large-scale model platforms; Offer hands-on courses; Support cross-disciplinary team collaboration; Organize project exchanges and industry skills competitions.
	Instruct on the operation of technologies such as 3D printing and the Internet of Things; assist in forming interdisciplinary teams; guide the development and implementation of plans; provide comprehensive technical support and optimization recommendations throughout the entire process.
	Proficiently utilize large models and intelligent tools to complete prototype conversion; possess project management capabilities; capable of resolving implementation issues while scientifically evaluating outcomes and summarizing lessons learned.







5.4 Training of medical students' design thinking in the test stage

Test evaluation and optimization iteration is the core hub of design thinking from theory to practice, which has a decisive impact on the effectiveness and adaptability of the solution. Traditional methods mainly rely on small-scale user testing and subjective judgment, which makes it difficult to deal with complex and changeable user needs and dynamic problem scenarios, and restricts the practical effect of design thinking. With the breakthrough development of multimodal large model technology, test evaluation, and optimization iteration are undergoing fundamental changes (Chao et al., 2025; Gan et al., 2024) (Table 4). This technological innovation provides strong intelligent support for design thinking, which not only significantly improves the coverage and accuracy of test and evaluation, but also realizes the intellectualization and systematization of optimization iteration. Especially in the field of medical education, this change has provided unprecedented practical tools for medical students, greatly enhanced the ability of design thinking to solve complex problems and develop innovative solutions, and made it more efficient and accurate in dealing with practical challenges.

TABLE 4 Methods of training and students' goal abilities in the testing stage.


	Stage
	Multimodal large model-assisted methods
	Hospital training methods
	School training methods
	Teacher training methods
	Student target competencies





	Test evaluation
	Generate large-scale multimodal test cases; analyze visual quality through image recognition, process user feedback via speech recognition, and parse textual sentiment using NLP; reproduce problem scenarios in virtual environments to aid diagnostics; establish a testing metric system and provide reference standards (Ichimura, 2023)
	Open simulated wards or real clinical settings to conduct multidimensional prototype testing; invite medical testers and clinical experts to provide guidance; organize regular results workshops to establish a platform for sharing test data and experiences (Rainforth et al., 2024)
	Introduce industry-standard testing tools and methodologies to establish a testing and validation curriculum system; Establish on-campus testing laboratories equipped with advanced devices and simulation systems; Organize case studies and experience-sharing activities; Promote participation in real-world testing projects at partner hospitals/enterprises.
	Teach testing principles and tool usage; guide the development of test plans covering functionality, performance, security, and user experience; facilitate the application of design thinking to analyze results and pinpoint root causes; provide ongoing Q&A support and guidance for writing test reports.
	Master testing and evaluation theories and methodologies; possess critical thinking and innovative capabilities; develop scientific testing strategies based on requirements; proficiently utilize multimodal large models and technologies to accomplish data collection, analysis, and comprehensive evaluation.



	Optimization iteration
	Integrating knowledge graphs with reinforcement learning to identify root causes and optimize nodes; Generating optimization recommendations through NLP and intelligent algorithms; Providing cross-domain knowledge support and iterative direction guidance.
	Utilize hospital big data and specialized large models to conduct in-depth analysis of root causes; Provide equipment and simulated environment support for solution testing; Establish an optimization case repository; Organize authoritative expert reviews and provide feedback guidance.
	Launch courses on optimization algorithms and innovative practices; Organize thematic workshops and solution competitions; Open research resources and laboratory support for simulation verification; Provide platforms for exploring cutting-edge technologies.
	Teach optimization principles and strategies; Guide the use of large models for deep data mining and correlation analysis; Inspire innovative optimization methods from an interdisciplinary perspective; Review proposals and provide improvement recommendations.
	Master core optimization iteration methodologies; possess the ability to flexibly adjust strategies; integrate multimodal AI, design thinking, and interdisciplinary knowledge to propose efficient and feasible optimization solutions; excel at synthesizing insights to support continuous improvement and knowledge transfer.








6 Conclusion

This study presents an integrated framework combining the “Multimodal Large Language Model (MLLM)” with the EDIPT Design Thinking Model, proposing a new intelligent paradigm for fostering innovation in medical education. Research has shown that MLLM not only serves as an information-generation tool but also offers cross-modal perceptual support, real-time feedback, and cognitive enhancement throughout the stages of empathy, definition, ideation, prototyping, and testing (Kang et al., 2024). This significantly improves the scientific rigor, efficiency, and personalization of design thinking instruction. Compared to traditional experience-driven teaching models, this approach facilitates a shift from the “experience paradigm” to an “intelligent paradigm,” effectively addressing issues such as high cognitive load, lengthy iteration cycles, and resource disparities. Unlike previous studies that limited AI to text generation or single-task assistance (e.g., Al-Johany et al., 2023; Reali et al., 2024), this study overcomes the limitations of “tool-based” applications by embedding MLLM as a cognitive collaborator throughout the EDIPT process. It highlights the dynamic coupling of multimodal inputs-such as clinical images, patient voices and electronic medical records- with contextual outputs, expanding MLLM's role in developing of higher-order thinking. The findings support and extend the applicability of Schön's “reflective practice” and Kolb's “experiential practice” theories in intelligent environments, validating the cognitive enhancement effects of technology-enabled “learning by doing” models. This provides new theoretical foundations and practical pathways for the deep integration of AI into medical innovation education. The main innovations of this study are threefold: First, it introduces the “MLLM+EDIPT” integrated framework, creating an intelligent pathway for medical innovation education; Second, it establishes the core concept of “human-machine co-intelligence,” redefining medical students' irreplaceable value in the AI era; Third, it develops a replicable and scalable university-clinic collaborative training strategy system, driving a fundamental shift in educational objectives from knowledge transmission to innovation capability development. The theoretical contribution of this study lies in bridging gap between multimodal large models and classical innovation methodologies, while its practical value provides medical schools with an actionable framework for designing AI-integrated curricula and building collaborative education mechanisms. However, this study has some limitations: First, it remains in the theoretical development and small-scale pilot stage, and its long-term effects require further large-scale empirical validation. Second, risks related to medical data privacy, algorithmic bias, and ethical compliance need additional assessment. Third, disparities in digital literacy between faculty and students may impact the successful implementation of this paradigm, necessitating improved faculty training and technical support systems. Future research should focus on three areas: First, conducting longitudinal studies to quantify MLLM's dynamic impact on various dimensions of innovative thinking; Second, exploring lightweight local deployment options to enhance security and accessibility; Third, establishing ethical guidelines for human-machine collaboration to ensure that technology serves the “student-centered” nature of education.

In summary, this study offers new theoretical perspectives and practical pathways for cultivating top-tier innovative medical talent in the era of artificial intelligence, propelling medical education toward a new phase of high-quality development characterized by “human-machine co-intelligence and innovation-driven learning.”
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