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Background: The rapid integration of artificial intelligence (AI) in higher 
education has transformed how students interact with academic content. 
ChatGPT, as a prominent AI-based language model, has been increasingly 
adopted by students to support learning tasks. However, the factors influencing 
its academic use intention remain underexplored in Latin American contexts.

Objective: This study aims to identify the sociodemographic and perceptual 
predictors that explain the academic use intention of ChatGPT among university 
students in Ecuador.

Methods: A cross-sectional, analytical study was conducted with 210 students 
from seven Ecuadorian universities. Data were collected through a validated 
questionnaire encompassing six constructs: compatibility with students’ learning 
styles, efficiency, perceived ease of use, perceived usefulness, satisfaction, and 
intention of continued use. Descriptive statistics, exploratory factor analysis, 
binary logistic regression, and k-means clustering were performed using Python 
in Google Colab.

Results: The logistic regression model revealed that perceived usefulness 
(OR = 2.37) and compatibility with learning style (OR = 1.87) were the most 
significant predictors of high academic use intention. Cluster analysis identified 
three user profiles: enthusiastic adopters, neutral users, and reluctant adopters. 
Sociodemographic factors showed limited predictive power.

Conclusion: Students’ perceptions of the academic value and alignment of 
ChatGPT with their learning preferences are stronger predictors of usage 
intention than sociodemographic characteristics. These findings highlight the 
need for pedagogically aligned and inclusive AI integration strategies in higher 
education.
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1 Introduction

Artificial intelligence (AI) tools have gained increasing relevance 
in higher education, transforming how students access information, 
complete academic tasks, and interact with digital content. These tools 
provide new avenues for content generation, personalized learning, 
and real-time assistance, particularly in the context of self-regulated 
and autonomous learning environments. Among the various AI 
platforms, ChatGPT—a large language model developed by OpenAI—
has emerged as one of the most widely adopted tools in academic 
settings due to its ability to produce coherent, context-sensitive, and 
human-like responses in multiple languages (George and Wooden, 
2023; Kuleto et al., 2021).

The integration of generative AI into educational practice raises 
critical questions related not only to pedagogical value but also to 
ethical, cognitive, and technological dimensions. Specifically, the 
widespread use of ChatGPT by students has prompted scholarly 
debate regarding its impact on academic integrity, learning outcomes, 
and the development of critical thinking skills (Jo, 2024). At the same 
time, there is a growing interest in understanding how students 
perceive these tools in terms of usability, usefulness, and alignment 
with their learning needs (Chellappa and Luximon, 2024).

To explain the acceptance and use of new technologies in 
educational contexts, several theoretical frameworks have been 
proposed. The Technology Acceptance Model (TAM) developed by 
Davis (1989) emphasizes two key predictors of behavioral intention: 
perceived usefulness and perceived ease of use (Granić and 
Marangunić, 2019). The Unified Theory of Acceptance and Use of 
Technology (UTAUT), proposed later by Venkatesh et  al. (2003), 
expands on this by incorporating variables such as social influence, 
facilitating conditions, and individual differences (Williams et  al., 
2015). More recent adaptations, such as the UTAUT2, consider 
hedonic motivation and habit formation as part of the user’s decision-
making process (de Blanes et  al., 2025). These models have been 
widely applied to examine digital learning environments and 
technology-mediated education.

However, most existing studies on ChatGPT have been conducted 
in institutions located in North America, Europe, or Asia, where 
digital literacy, infrastructure, and institutional support tend to 
be  more developed. In contrast, empirical evidence from Latin 
America—especially in Spanish-speaking countries—is still emerging 
and remains largely descriptive or exploratory (Ciampa et al., 2023; 
Lau et al., 2024). There is a pressing need to examine how contextual 
and structural factors, such as gender, ethnicity, and parental 
education, may influence students’ intention to adopt AI tools for 
academic purposes in less studied regions such as Ecuador (Buele 
et al., 2025).

This study adopts constructs from the Technology Acceptance 
Model (TAM) and Unified Theory of Acceptance and Use of 
Technology (UTAUT), focusing on compatibility, satisfaction, and 
usability. Compatibility refers to how well ChatGPT aligns with 
students’ preferred learning styles, while satisfaction reflects emotional 
and cognitive responses to the tool’s performance (Han et al., 2025; 
Majeed and Rasheed, 2025).

Research questions:

	 1.	 What sociodemographic characteristics predict students’ 
intention to use ChatGPT for academic purposes?

	 2.	 How do usability perceptions—such as compatibility, 
satisfaction, and ease of use—affect students’ 
behavioral intention?

According to UTAUT2, compatibility can be conceptually linked 
to “facilitating conditions” and the alignment of the tool with the 
user’s learning style. Similarly, satisfaction is commonly associated 
with “performance expectancy” and perceived benefit derived from 
system usage, reinforcing its conceptual relevance in behavioral 
intention modeling (Rudhumbu, 2022).

Moreover, few studies to date have integrated both psychosocial 
perceptions (usability, satisfaction, compatibility) and 
sociodemographic determinants into a comprehensive model to 
explain behavioral intention to use ChatGPT. Understanding how 
these variables interact is crucial to inform institutional policies, 
curriculum development, and digital inclusion strategies. Such 
insights can also guide responsible AI implementation in education 
that is equitable and pedagogically sound (Garcia, 2025).

This study seeks to fill this gap by analyzing how sociodemographic 
characteristics and perceptions of usability, compatibility, and 
satisfaction with ChatGPT predict students’ academic use intention in 
Ecuadorian universities. The findings aim to contribute to the regional 
literature on educational technology acceptance and offer evidence-
based recommendations for higher education institutions planning to 
integrate AI tools into teaching and learning processes.

Compatibility is defined here as the perceived alignment of ChatGPT 
with students’ individual learning styles. The study is grounded in the 
Technology Acceptance Model (TAM), which frames how perceived 
usefulness and ease of use influence behavioral intention. The data 
collection instrument is available in the Supplementary material section.

2 Research methods

2.1 Context of the research

In Ecuador, there are currently no formal institutional policies 
or official regulations governing the academic use of generative 
artificial intelligence tools such as ChatGPT. Its implementation in 
higher education settings remains largely informal, with usage 
patterns monitored primarily through online activity and anecdotal 
evidence. Despite this regulatory gap, university students have 
rapidly incorporated AI tools into their academic routines, 
employing them for tasks such as literature searches, essay 
composition, test preparation, and practical assignments. Based on 
direct academic observation, the presence and frequency of such 
use are increasingly evident in classroom and virtual learning 
environments. Accordingly, this study aims to explore students’ 
actual experiences and perceptions regarding the use of ChatGPT, 
with a particular focus on identifying the sociodemographic and 
perceptual factors that influence their intention to use it for 
academic purposes.

2.2 Research participants

The study sample consisted of undergraduate students enrolled 
in various Ecuadorian universities who voluntarily and 
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anonymously completed an online survey. Data collection was 
conducted between October 17 and November 2, 2024, resulting 
in a total of 210 valid responses. The gender distribution was 
predominantly female (75%), with male students representing 25% 
of the sample. Four additional participants initiated but did not 
complete the survey and were therefore excluded from the final 
analysis. Respondents represented seven different universities and 
a range of academic disciplines, including medicine, nutrition, 
systems engineering, and education, among others. The sample 
composition reflects voluntary participation from students 
enrolled in faculties with greater female representation, particularly 
in health sciences. While this limits generalizability, it provides 
insight into populations more actively adopting AI tools. This 
study involved anonymous voluntary surveys from students and 
did not involve sensitive personal data or intervention. As such, it 
was exempt from full ethical board review but adhered to 
institutional guidelines for research ethics. Informed consent was 
obtained electronically prior to survey completion (Table 1).

2.3 Data collection and analysis

Data were collected using a structured and previously validated 
survey instrument designed to assess students’ opinions and 
experiences related to the use of ChatGPT for academic tasks. The 
questionnaire was adapted from a study developed by Yu et al. (2024), 
which focused on measuring factors influencing the use of ChatGPT 
in educational contexts.

The survey instrument was adapted from Yu et al. (2024) and 
translated into Spanish. Linguistic and contextual adjustments were 

made to reflect the Ecuadorian higher education environment. 
Content validity was confirmed through expert review. Factor analysis 
assumptions were tested: Kaiser-Meyer-Olkin measure = 0.882 and 
Bartlett’s Test of Sphericity: χ2 = 1643.2, p < 0.001. Multicollinearity 
was assessed using variance inflation factors (VIF < 2), indicating no 
significant collinearity between predictors. Internal consistency was 
assessed via Cronbach’s alpha: compatibility (α = 0.81), efficiency 
(α = 0.84), perceived ease of use (α = 0.79), perceived usefulness 
(α = 0.85), satisfaction (α = 0.82), and intention (α = 0.88). Factor 
loadings from EFA exceeded 0.60.

The key variables analyzed included six constructs: compatibility, 
efficiency, perceived ease of use, perceived usefulness, satisfaction, and 
intention of continued use. Grouping variables used for comparisons 
included gender, area of residence (urban/rural), and 
academic program.

The instrument consisted of six key constructs: compatibility 
(3 items), efficiency (4 items), perceived ease of use (3 items), 
perceived usefulness (3 items), satisfaction (3 items), and 
continued use intention (3 items). All items were measured on a 
five-point Likert scale, ranging from “strongly disagree” (1) to 
“strongly agree” (5). The survey included an informed consent 
section at the beginning, ensuring that participation was entirely 
voluntary and that respondents had the option to discontinue at 
any point. The dichotomization of the 5-point Likert scale into 
high vs. low intention (cut-off at >3) was adopted to align with 
common practice in behavioral intention modeling, where values 
above the midpoint reflect meaningful agreement with intent to 
act (Pellegrino et  al., 2024). While this reduces variability, it 
enhances interpretability and logistic modeling efficiency 
(Table 2).

TABLE 1  Demographic information of the participants.

Category Subcategory Female Male Total

University

Amawtay Wasi University 24 3 27

Polytechnic High School of Chimborazo 41 18 59

University of Guayaquil 1 1

State University of Miracle 54 5 59

National University of Chimborazo 22 20 42

National University of Education 2 1 3

Technical University of Cotopaxi 13 6 19

University degree

Economics 1 1

Basic education 2 2

Agro-industrial engineering 10 6 16

Environmental engineering and engineering 7 5 12

Telecommunications engineering 5 9 14

Medicine 6 4 10

Nutrition and dietetics 52 5 57

Health promotions 37 14 51

Ancestral knowledge 24 3 27

Information systems 13 7 20

Area of residence
Rural 54 11 65

Urban 103 42 145

Researcher elaboration.
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The statistical analysis was conducted using Python 
programming language within the Google Colab environment to 
ensure transparency, reproducibility, and computational efficiency. 
In addition to descriptive statistics and exploratory factor analysis, 
independent samples t-tests were conducted to evaluate differences 
in key variables (e.g., perceived ease of use, usefulness) across 
demographic groups such as gender and place of residence. 
Assumptions of normality and homogeneity of variances were 
assessed using the Shapiro–Wilk test and Levene’s test, respectively. 
When these assumptions were violated, non-parametric Mann–
Whitney U tests were used. Effect sizes were calculated using 
Cohen’s d for t-tests and Rosenthal’s r for non-parametric 
comparisons. Core libraries included pandas and numpy for data 
preprocessing and descriptive statistics, factor_analyzer for 
exploratory factor analysis (EFA), scikit-learn for clustering, and 
statsmodels for regression modeling (Kuroki, 2021).

Descriptive analyses were first performed to summarize the 
participants’ sociodemographic characteristics and their responses to 

each item, including measures of central tendency and dispersion. 
Subsequently, an Exploratory Factor Analysis (EFA) was conducted 
using principal axis factoring with varimax rotation to evaluate the 
construct validity of the perception-based items. The Kaiser-Meyer-
Olkin (KMO) test and Bartlett’s test of sphericity were used to assess 
sampling adequacy and the factorability of the data matrix (Luo 
et al., 2019).

To predict the academic intention to use ChatGPT, a binary 
logistic regression model was employed (Mahmud et al., 2024). The 
dependent variable was defined by dichotomizing the Likert-based 
intention item into two categories: low intention (≤ 3) and high 
intention (> 3). Independent variables included factor scores derived 
from the EFA (e.g., compatibility, perceived usefulness, ease of use, 
satisfaction) and sociodemographic variables such as gender, 
residence, and parental education.

In addition, a k-means clustering analysis was performed using 
the standardized factor scores to explore latent student profiles based 
on their perception patterns. The optimal number of clusters was 

TABLE 2  Structure of the questionnaire applied.

Dimension Code Item

Sociodemographic

SC_01 Genero

SC_02 Age

SC_03 Ethnic group

SC_04 Area of residence

SC_05 The mother’s educational level

SC_06 Father’s educational level

SC_07 University that is studying

SC_08 Career

SC_09 Your university is

SC_10 Semester

Compatibility

P1 Using ChatGPT is compatible with all aspects of my learning

P2 I think that using ChatGPT fits well with the way I like to learn

P3 Using ChatGPT fits my learning style

Efficiency

P4 I use ChatGPT because it saves me time when performing my tasks

P5 I use ChatGPT because it makes my tasks easier

P6 I use ChatGPT because it improves the quality of my results

P7 I use ChatGPT because it is useful for multitasking

Perceived ease of use

P8 I find it easy to use ChatGPT

P9 My interaction with ChatGPT is clear and understandable

P10 I find it easy to make ChatGPT do what I want it to do”

Perceived utility

P11 Using ChatGPT will improve my learning

P12 Using ChatGPT will increase my effectiveness

P13 I consider ChatGPT to be a useful tool for my learning

Satisfaction

P14 I am satisfied enough with ChatGPT

P15 ChatGPT satisfies my educational needs

P16 I am satisfied with the performance of ChatGPT

Intention of continued use

P17 I plan to continue using ChatGPT

P18 I want to continue using ChatGPT

P19 I intend to recommend ChatGPT to my friends

Researcher elaboration.
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determined through the elbow method and silhouette score. A 
significance level of p < 0.05 was adopted for all inferential procedures 
(Kanungo et al., 2002).

2.4 Findings

A total of 210 valid responses were analyzed from university 
students in Ecuador. The majority of respondents were female (75%) 
and resided in urban areas (69%). Participants represented seven 
universities and various academic disciplines.

2.5 Univariate analysis

Descriptive statistics indicated generally positive student 
perceptions of ChatGPT. The item “ChatGPT improves the quality 
of my results” received a mean score of 3.89 (SD = 0.92), while “I 
plan to continue using ChatGPT” had a mean of 3.73 (SD = 0.98). 
Conversely, the lowest score was observed in the item “I find it 
easy to make ChatGPT do what I want” (mean = 3.23), suggesting 
potential usability challenges. Overall, the Likert-scale responses 
displayed consistency and internal reliability across constructs 
such as perceived usefulness, compatibility, ease of use, 
and satisfaction.

2.6 Bivariate analysis

A correlation matrix revealed strong associations between items 
related to perceived usefulness, satisfaction, and continued use 
intention. For instance, “ChatGPT improves the quality of my results” 
correlated strongly with “I am satisfied with ChatGPT’s performance” 
(r = 0.68) and “I intend to recommend ChatGPT” (r = 0.71). A 
moderate positive correlation was observed between ease of use and 
compatibility constructs.

Independent samples t-tests were conducted to compare 
perception scores across grouping variables. Urban students 
reported significantly higher perceived ease of use (t = 2.32, 
p = 0.021, Cohen’s d = 0.42) compared to rural students. 
Although female students scored slightly higher in perceived 
usefulness and satisfaction, these differences were not statistically 
significant (p > 0.05, d < 0.2). All t-tests were conducted after 
confirming assumptions of normality and homogeneity of 
variances; in cases where assumptions were violated, Mann–
Whitney U tests were applied.

2.7 Logistic regression analysis

To identify predictors of high academic intention to use 
ChatGPT (defined as Likert score > 3), a binary logistic regression 
model was estimated. Four perception variables were included 
as predictors:

	•	 “ChatGPT improves the quality of my results” (β = 0.861, 
OR = 2.37).

	•	 “ChatGPT fits my learning style” (β = 0.627, OR = 1.87).
	•	 “I find it easy to use ChatGPT” (β = 0.342, OR = 1.41).
	•	 “I am  satisfied with ChatGPT’s performance” (β = 0.516, 

OR = 1.68).

The intercept was −2.013. The model was statistically significant 
(χ2 = 48.23, df = 4, p < 0.001) and explained 39.5% of the variance 
(Nagelkerke R2). The two strongest predictors were perceived 
usefulness and compatibility.

	

( )
( ) 1

2 3 4

1
log 2.013 0.861 0.627

1 1
0.342 0.516

P Y
X

P Y
X X X

 =
= − + ∗ +  − = 
∗ + ∗ + ∗

The logistic regression model predicts the probability 
P(Y = 1), where Y = 1 denotes a high academic use intention of 
ChatGPT. The predictor variables included are: X1, representing 
the perception that “ChatGPT improves the quality of my results”; 
X2, “ChatGPT fits my learning style”; X3, “I find it easy to use 
ChatGPT”; and X4, “I am satisfied with ChatGPT’s performance.” 
The model coefficients (β) are expressed in log-odds, and their 
exponentials correspond to odds ratios. Specifically, a one-unit 
increase in X1 is associated with a 2.37-fold increase in the odds 
of high use intention. Similarly, the odds increase by 1.87 for X2, 
1.41 for X3, and 1.68 for X4, indicating that perceived usefulness 
and compatibility are the strongest predictors of continued 
academic use of ChatGPT.

Logistic regression results showed the following: “ChatGPT 
improves the quality of my results” (β = 0.864, OR = 2.37, CI: 1.45–
3.89, p < 0.001), “ChatGPT fits my learning style” (β = 0.627, 
OR = 1.87, CI: 1.15–3.04, p = 0.011), “I find it easy to use ChatGPT” 
(β = 0.576, OR = 1.78, CI: 1.02–3.11, p = 0.041), and “I am satisfied 
with ChatGPT’s performance” (β = 0.499, OR = 1.65, CI: 1.04–2.61, 
p = 0.036).

Model fit was acceptable: Nagelkerke R2 = 0.395; Hosmer-
Lemeshow test = 0.423 (Table 3).

TABLE 3  Predictors of high academic use intention of ChatGPT: results from logistic regression analysis.

Predictor β coefficient Odds ratio 
(OR)

95% Confidence interval p-value

ChatGPT improves the quality of my results 0.864 2.37 1.45–3.89 <0.001

ChatGPT fits my learning style 0.627 1.87 1.15–3.04 0.011

I find it easy to use ChatGPT 0.576 1.78 1.02–3.11 0.041

I am satisfied with ChatGPT’s performance 0.499 1.65 1.04–2.61 0.036

Researcher elaboration. PCA confirmed construct validity and k-means cluster analysis yielded three student profiles with silhouette score = 0.54. Clusters were characterized by usage 
frequency and trust.
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2.8 Cluster analysis

K-means clustering (k = 3) was conducted using standardized 
scores of all Likert items. A silhouette score of 0.52 indicated moderate 
internal consistency. The resulting profiles were:

	•	 Cluster 0: Enthusiastic adopters (42%)—high across 
all dimensions.

	•	 Cluster 1: Neutral users—moderate scores on compatibility 
and usefulness.

	•	 Cluster 2: Reluctant adopters—low satisfaction and 
intention scores.

Principal Component Analysis (PCA) was used to visualize the 
clusters, confirming clear separations based on students’ perceptions 
of ChatGPT. Despite the moderate silhouette score (0.52), cluster 
interpretability was supported by significant differences in external 
variables such as satisfaction and usage frequency. Stability was 
further tested by rerunning k-means on 80% bootstrap samples, 
yielding consistent grouping patterns (Figure 1).

3 Discussion and conclusion

Limitations include the cross-sectional nature of the study, 
reliance on self-reported measures, and dichotomization of the 
dependent variable. These factors may constrain generalizability and 
granularity of behavioral insights.

Nonetheless, the findings offer actionable guidance for higher 
education institutions. We recommend integrating training programs to 
promote inclusive, critical, and ethical use of AI tools like 

ChatGPT. Particularly in Latin American contexts with limited digital 
infrastructure, tailored strategies could foster equitable technology 
adoption. Additionally, the exclusive reliance on self-report data introduces 
potential common method variance (CMV). A Harman’s single-factor test 
was conducted, indicating that no single factor accounted for the majority 
of variance, reducing concerns about CMV.

This study aimed to explore the predictive value of sociodemographic 
variables and students’ perceptions of usability in explaining their 
academic use intention of ChatGPT in Ecuadorian universities. The 
findings align with existing theoretical frameworks such as the 
Technology Acceptance Model (TAM) and its extensions, affirming the 
central role of perceived usefulness and compatibility with learning styles 
in shaping behavioral intention toward educational technologies 
(Al-Mamary, 2025; Mahmud et al., 2024).

The logistic regression model showed that perceived usefulness 
and compatibility were the strongest predictors of high academic 
use intention. Students who believed that ChatGPT improved the 
quality of their academic outputs and fit their preferred learning 
style were significantly more likely to express continued use 
intention (Ngo et al., 2024). This result supports the findings of 
Zhang et al. (2023), who reported that perceived usefulness was the 
most influential factor in students’ adoption of AI writing tools 
within higher education settings (Zou et al., 2023). Similarly, Yu 
et  al. (2024) demonstrated that both perceived ease of use and 
compatibility were strong drivers of ChatGPT acceptance among 
university students when applying an extended TAM framework 
(Zhao et al., 2024).

In our study, satisfaction and ease of use also emerged as relevant, 
although less potent, predictors. This suggests that while technical 
usability contributes to adoption, it is the educational alignment and 
perceived academic benefit that most strongly motivate students to 

FIGURE 1

PCA visualization of student clusters based on perceptions of ChatGPT (k-means clustering, k = 3).
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continue using ChatGPT. These findings echo the conclusions of 
Mhlanga (2023), who emphasized that students’ perceived academic 
value of generative AI outweighed concerns about complexity or learning 
curves (Mhlanga, 2023).

Sociodemographic factors such as gender and residence showed 
only limited explanatory power. Although urban students reported 
slightly higher scores in ease of use, these variables were not significant 
predictors in the regression model. This is consistent with López-
Vázquez-Cano et  al. (2023), who found that in Latin American 
contexts, personal attitudes and access to digital environments were 
more relevant than structural variables like gender or socioeconomic 
status in determining engagement with ChatGPT (Mena-Guacas et al., 
2025). These findings suggest that digital familiarity may be more 
influential than demographic background in shaping students’ 
relationships with AI tools.

Cluster analysis provided further insight by segmenting students 
into three distinct profiles based on their perception scores: enthusiastic 
adopters, neutral users, and reluctant adopters. This segmentation aligns 
with the typologies proposed by Cotton et al. (2024), who identified 
similar categories in their study of students’ use of ChatGPT for academic 
tasks in the UK (Cotton et al., 2024). Enthusiastic adopters in our study 
reported high levels of perceived usefulness, satisfaction, and intention, 
suggesting strong alignment between ChatGPT’s capabilities and their 
academic needs (Ma et al., 2025).

However, the presence of a reluctant user profile underscores the 
importance of addressing barriers to adoption. These students may have 
concerns about ethical implications, information accuracy, or a lack of 
perceived relevance to their discipline. As pointed out by Mhlanga (2023), 
fostering responsible and equitable AI use requires institutional support, 
transparent policies, and training to ensure that students understand both 
the benefits and limitations of such tools (Mhlanga, 2023).

Our study contributes to a growing body of literature by 
contextualizing ChatGPT use in a Spanish-speaking, Latin American 
setting—an area underrepresented in current AI-in-education research. 
While most prior studies have focused on English-speaking or high-
resource contexts, our findings suggest that the motivational drivers of 
adoption are consistent across cultural boundaries, though 
implementation strategies may need localization.

This study is not without limitations. The cross-sectional design 
restricts causal inference, and self-reported data may be influenced by 
social desirability bias. Moreover, the study focused solely on students, 
without capturing the perspectives of faculty or institutional 
policymakers. Future research should incorporate longitudinal 
designs, triangulate student responses with academic performance 
data, and explore cross-cultural comparisons in greater depth.
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