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This brief research report presents exploratory findings from a study examining student-use of a mandatory artificial intelligence (AI) disclosure form in a general chemistry and citizen science honors course. Students documented every instance of AI use, describing the AI tool utilized, their purpose, the context of the assignment and their perceived outcomes. Originally created as a practical solution, the form aligns retrospectively with established frameworks in AI Literacy, Digital Ethics, Universal Design for Learning (UDL), and Metacognitive Reasoning. Qualitative analysis of responses identified major themes: verification, immediate academic aid, procrastination, and material obstacles. Findings underscore the disclosure form’s potential as a pedagogical tool, fostering transparency, ethical engagement, and self-regulation. The author proposes broader adoption of the form as a replicable strategy for instructors integrating AI in the classroom and advocates for exposing students to literacy in AI, ethics, and intellectual property.
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1 Introduction

Generative Artificial Intelligence (GAI) tools, such as ChatGPT, have rapidly upended educational environments. The use of such technology and tools is confounded by the challenge of integrating them in the curriculum and education system to meet instructional and learning needs (Xu and Ouyang, 2022). However, there is a lack of systematic and reflective student documentation around AI-use. As stated by Barkas et al., 2022, a deeper understanding of how students are using AI tools will elevate the student voice and aid in developing an evidence-base for the use of these tools in teaching and learning (Barkas et al., 2022). Although there have been studies done in education using AI tools, little to no research has addressed how and why students use AI tools in real-time coursework settings (Barstow et al., 2017; Ledesma and García, 2017; Liu et al., 2017; Perin and Lauterbach, 2018; Zhang et al., 2020). This study presents the early insights from a self-reporting disclosure form designed to capture the context, intent, and perceived impact of AI-use in response to the lack of transparency and ethical scaffolding for AI-use in education.

Generative Artificial Intelligence (AI), specifically ChatGPT, is a current issue of pressing importance and concern in higher education (Mohebi, 2024). ChatGPT and its forecasted use challenges traditional notions of academic and professional ethics. During this emerging period when new technology is being learned and adopted, critical populations may be vulnerable; such as minoritized students being accused of cheating/using AI tools based on racial stereotypes and inequitable access to technology (Murphy et al., 1986; Lawson and Murray, 2014; Lawson et al., 2015; Beasley, 2016; Puckett and Rafalow, 2020; Cwik and Singh, 2022; Holstein and Doroudi, 2022; Rafalow and Puckett, 2022; Surahman and Wang, 2022). A 2023 study surveying 2,728 students revealed that 10% of U.S. college students were frequent users of generative AI tools, with an additional 28% reporting they are occasional users (Widenhorn et al., 2023). The misuse or overuse of AI can undermine the educational process, raising issues of academic integrity, impairing the cultivation of critical thinking, and introducing concerns about bias and equity. The contradictions of the positive and negative impacts of AI signify that the future of AI in higher education will depend largely on how it is implemented. Educational institutions must adapt through updated pedagogy to integrate AI in a way that maximizes benefits for learning while safeguarding academic and ethical values (Garza Mitchell and Parnther, 2018; Bittle and El-Gayar, 2025).



2 Methodology

A Qualitative method research design was employed in this study. Based on the gaps in research intersecting AI in education and self-documentation of use, this study aimed to investigate the following research question:

How do students articulate their motivations for AI-use within a structured, mandatory self-disclosure process, and what implications does this hold for academic practices and transparency policies?


2.1 Ethical considerations

The study received ethical approval from the Institutional Review Board (IRB): IRB # IRBAM-24-0850. Virtually signed consent forms were obtained from participants. Student names were redacted and replaced with numerical coding during data collection and analysis to ensure data integrity and maintain participant privacy. Any potentially identifying details were removed from all documentation prior to analysis.



2.2 Participants and study environment

This study was conducted at a predominantly white and historically privileged public flagship research university located in the southern United States. The university has a campus-wide initiative to integrate an AI-statement across all curricula; however, instructors can choose to copy/paste what the university has provided or customize the statement as their own. The author chose to customize their statement. The AI Disclosure Form was communicated in the syllabus and in person to the students in the General Chemistry I course and Honors Citizen Science course the author taught in the Spring of 2024 & 2025, respectively. Out of 238 students enrolled in the General Chemistry 1 course, 60 students completed the AI Disclosure Form. Out of the 16 students enrolled in the Honors course, 3 students completed the AI Disclosure Form. 31 students from the General Chemistry 1 course and all 3 students from the Honors course completed the consent form to participate in the study. The AI Disclosure Form was found and accessed by the students via the Learning Management System as an external link to Microsoft Forms. Students were required to completely fill out the form if they used AI within the bounds stated in the syllabus. Failure to report AI-use when revealed resulted in a zero for the given task/assignment. Virtually signed consent forms were obtained by the students after completion of the course(s) through Qualtrics.



2.3 Theoretical frameworks

The syntheses of the following framework theories were used.


2.3.1 AI literacy

AI Literacy is encompassed by the knowledge, skills, and dispositions that enable individuals to critically understand, interact with, and create systems powered by artificial intelligence (Lankshear, 2008). The three core dimensions of AI Literacy includes conceptual understanding, critical reasoning, and practical application (Zawacki-Richter et al., 2019; Long and Magerko, 2020; Kong et al., 2021; Ng et al., 2021). Empirical studies have emphasized the critical role of metacognition in developing AI literacy (Lankshear, 2008; Ng et al., 2021; Cardona et al., 2023; Avsec and Rupnik, 2025; Lee et al., 2025; Ricciardi Celsi and Zomaya, 2025). In this brief study, AI Literacy is operationalized to include scaffolding, contextualization, and transparency—all core to the AI Disclosure Form’s function of making AI use and decision-making process visible.



2.3.2 Digital ethics

Digital Ethics frameworks encompass the following four pillars to guide the responsible use of data and technology: Data Rights & Privacy, Fairness & Equity, Transparency & Explainability, and Accountability & Governance (Atenas et al., 2023). This framework was used as it entirely encompasses ethical literacy in the use of technology that emphasizes secure handling of the technology, mitigating biases, and promotes transparency alongside accountability (Floridi and Cowls, 2019; Kong et al., 2021; Ng et al., 2021; Atenas et al., 2023). The four pillars of digital ethics guiding this study are defined as follows: (1) Data Rights & Privacy—students’ information and AI-generated data must be protected and used ethically; (2) Fairness & Equity—AI systems and related practices should avoid bias and ensure just outcomes; (3) Transparency & Explainability—the processes and decisions made by AI tools must be understandable to users and stakeholders; and (4) Accountability & Governance—clear roles, responsibilities, and oversight mechanisms should govern AI use (Khan et al., 2022; Mustafa et al., 2024). These align with broader standards in AI ethics emphasizing privacy, fairness, accountability, and transparency.



2.3.3 Universal Design for Learning (UDL)

The Universal Design for Learning framework introduces the creation of flexible learning environments that accommodate the diverse needs of all learners, promoting equity and not limiting its use to strictly students with disabilities (King-Sears, 2009; Schreffler et al., 2019; Roski et al., 2021; Sewell et al., 2022). Sewell et al. (2022) articulated how the UDL framework supports inclusion and can be extended to support all learners through flexible and inclusive instructional design (Sewell et al., 2022). The three pillars of UDL are Multiple Means of Engagement, Multiple Means of Representation, and Multiple Means of Action & Expression. Multiple Means of Engagement are strategies that motivate learners by tapping into their interests, offering choices, and supporting self-regulation; Multiple Means of Representation are practices of presenting content in diverse methods to ensure all learners can access and understand the information/content; and Multiple Means of Action & Expression are practices that allow learners to demonstrate knowledge through varied modalities (Al-Azawei et al., 2016; Roski et al., 2021). This framework was used as it aligns with the disclosure form with each pillar: Multiple Means of Engagement—students chose how they used AI and reflected on its use when answering the form, Multiple Means of Representation—students clarified their learning intentions and tool use, and Multiples Means of Action & Expression—students documented how the tools provided self-regulated support, which promotes metacognitive awareness and accountability. This framework is presented as a conceptual lens for interpreting the intended design of the AI Disclosure Form, rather than as an outcome measure in this study. Specifically, the form was developed to be consistent with UDL principles: Multiple Means of Engagement—allowing students to choose how they use AI and reflect on its use; Multiple Means of Representation—providing space for students to clarify their learning intentions and tool selection; and Multiple Means of Action & Expression—documenting how AI tools provided self-regulated support, potentially fostering metacognitive awareness and accountability. While these pillars informed the form’s structure, the present analysis focuses on students’ self-reported motivations for AI use, not on directly measuring progression through these processes.



2.3.4 Metacognitive reflection

Metacognitive reflection refers to the active processes of planning, monitoring, and evaluating one’s own learning and decision-making (Schraw and Dennison, 1994; Zimmerman, 2002). Within the context of this brief study, metacognitive reflection is central to how the AI Disclosure Form operates: students are prompted to articulate the purpose, rationale, and perceived outcomes of their AI use. This act of documentation requires learners to pause, assess their choices, and consider the implications of those choices—behaviors that align with established models of metacognitive engagement. In doing so, the form supports students’ self-regulated learning, fosters awareness of their cognitive strategies, and complements the reflective aims embedded within AI Literacy and Universal Design for Learning (UDL) frameworks.




2.4 Development of the AI disclosure form

The AI Disclosure Form used in this study was designed by the author who was also the instructor for the courses mentioned in Section 2.3, not initially grounded in a formal theoretical framework, but rather in response to emerging needs in higher education for ethical, structured, and transparent documentation of AI-use. The form aligns with the educational frameworks mentioned in Section 2.4—particularly in fostering metacognitive reflection and inclusive engagement with emerging technologies. Students were required to complete the form each time they engaged with AI tools for any course-related task, including writing, brainstorming, research, etc. The students provided information through structured prompts, including specific course tasks or assignment associated with AI-use, the specific AI tool(s) utilized, percentage of AI-use, explicit prompts/input, purpose of AI use, and their reasoning behind their decision to employ AI as displayed in Figure 1. The AI Disclosure Form is enclosed in the Supplementary Material and is displayed in Figure 2. The form served as both a data collection instrument and a pedagogical intervention, promoting transparency, ethical awareness, and student self-regulation in AI-use.
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FIGURE 1
 Categorical process of disclosing AI-use via an AI disclosure form.


[image: Form titled "AI Disclosure Form" with fields for the assignment name, AI program used, percentage of AI use, prompts used, reasoning, full name, school email, and school ID number.]

FIGURE 2
 Displayed AI disclosure form.




2.5 Qualitative

The qualitative component of this study was conducted through document analysis. The responses on the documents were coded by the author using Delve, an online qualitative data analysis software (Delve was used to sort, store, and retrieve data during analysis) (Delve, 2025). The consented sample size (N = 34) was above the commonly recommended threshold of 20 for theme saturation, the recurrence of themes across participants and the coherence of shared reflections suggest that thematic saturation was achieved (Braun and Clarke, 2006; Creswell and Clark, 2017). Inductive coding was used for data analysis. The coding process was guided by the frameworks mentioned under Section 2.4. Reflexivity was practiced throughout the study, with the researcher maintaining memo notes and analytic reflections to remain aware of positionality and potential biases during interpretation. Although inter-coder reliability was not applicable due to the single-author design, steps were taken to enhance credibility, including prolonged engagement with the data and triangulation with course materials and context.



2.6 Study limitations

The data gathered in this study is derived from a large R1 institution in the southern United States in a set of courses taught by one professor—the author. Thus, the data may not be representative of what may result from different courses or even the same courses with different instructors. The data may not be representative of smaller colleges or universities in different states with varying degrees of permission and/or restrictions of AI-use. This study uniquely emphasizes student AI-use in general and honors STEM and/or basic STEM-focused courses. In addition, self-report biases and variability in student honesty or thoroughness cannot be ruled out, in which these factors may influence generalizability—this is common in research relying on voluntary disclosure and does not negate the internal validity of the thematic findings. We note that this study does not empirically test whether students engaged in sustained metacognitive reflection as a result of completing the form; rather, these theoretical elements frame the intended pedagogical function of the tool. The AI Disclosure Form was conceptually aligned with UDL and metacognitive reflection principles, the present analysis did not empirically evaluate whether students engaged in these processes as a result of using the form. The findings instead focus on students’ self-reported motivations for AI use. Future studies should examine the degree to which such disclosure processes actively facilitate the reflective and self-regulatory behaviors they are designed to support.




3 Results

The document analysis uncovered a mix of acceptable and problematic patterns, especially in students’ reported frequency of AI use, the content of their inputs, and the rationale they provided.


3.1 Assignment-type

For the General Chemistry I course, the author employs Claim Evidence Reasoning (CER) worksheets in the course throughout the semester, where they were able to complete within a two-week timeframe once assigned. All but one of the chemistry students consenting to the study used AI for the worksheets, where one student reported using AI to assist with their online homework. One student in the Honors Citizen Science course used AI for a worksheet and the remaining two students submitted a joint form since they were partners for a weekly presentation.



3.2 AI program/tool of choice

The AI program/tool of choice was overwhelmingly ChatGPT. However, a few students stated using Bing/Microsoft Copilot, Grammarly, Canva (explicitly for AI image generation by the honors students giving a presentation), Hyperwrite, and chatbots engrained within websites and online homework programs such as CourseHero, Brainly, and Chegg. Although it was mentioned on the form to state the program version model if known, there was a 94 and 6% split, where the majority did not state which model of ChatGPT or AI tool they used, and the minority did. The 6% that did state which version of (explicitly ChatGPT) they used varied between the then free model (3.0 & 3.5) and the then subscription paid advanced model (4.0).



3.3 Percentage of use

The self-reported percentage of AI-use revealed to be extremely high with few exceptions, the lowest self-reported range being 5% and the highest being 100%. As displayed in Figure 3, ~17% of students reported using AI for 30% or less of their assignment/task, ~9% reported using it for 31 to 50% of their assignment/task, ~18% reported using it for 51 to 75% of their assignment/task, and ~56% reported using it for 76 to 100% of their assignment/task.
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FIGURE 3
 Displayed categories of students varying percentage of AI-Use for coursework.


Reported percentages varied by assignment type. Students who reported low percentages of use (5–30%) generally engaged AI for verification or brainstorming, particularly on CER worksheets or honors course presentations. Moderate use (31–50%) was associated with immediate academic aid on problem-solving tasks, such as retrieving formulas, clarifying stoichiometric calculations, or balancing equations. High use (76–100%) was most often tied to repetitive or time-intensive tasks—especially CER worksheets in General Chemistry—where entire question sets were copied into AI tools. In a few cases, high-percentage use was linked to online homework tasks when students lacked confidence in the content. These patterns suggest that higher levels of AI use corresponded to repetitive or high-stakes assignments, while lower levels reflected targeted, supplementary use to verify or extend students’ work.



3.4 Inputs into AI tools

Regardless of the percentage of AI use, students overwhelmingly copied/pasted the assignment/task question/statement word for word into the AI tools. Students either self-reported as such by delineating word for word or by passive and short statements such as “Questions 1–4,” “Every question” or “I copied and pasted the questions”—even though it was stated in the form to provide every prompt used exactly as they typed into the AI tool.



3.5 Themes of reasoning

Analysis of the documents revealed three thematic categories emerging from the data, addressing how students self-report their reasoning on AI-use.


3.5.1 Verification

Students have articulated motivations of AI-use around verifying accuracy and ensuring the correctness of procedural steps. The students that self-reported to use the AI tools(s) for 5–30% of their assignment/task were using it for verification of their responses or for the pair of honors students—to make an image they wanted that did not have a watermark.


“I wanted to check my work to make sure that it was correct.”
“We needed an image that does not have a watermark or logo. Hard to find since they are everywhere!”
“I forgot the exact steps of how to do some of the things and needed a step by step example I could follow along with.”




3.5.2 Immediate academic aid

The students that self-reported to use the AI tool(s) for 31–50% of their assignment/task emphasized AI as a readily available assistant for immediate aid. Students also recognized what they specifically need assistance with or when they needed to quickly retrieve a formula not on-hand. They credited the tool to be extremely helpful in theses instances in conjunction with clarifying questions or solving problems efficiently. Students were using AI tools as aids for stoichiometry, balancing equations, quickly calculating molar mass, etc.


“I used this application because my friends are not able to help me, the chemistry tutor does not help me, and a Google search is too diverse and broad. The application is precise and tells me exactly what I want to know, it shows me general steps taken, as well as giving an explanation as to why it is.”
“It was getting late and my brain was getting foggy. I was struggling to remember how to begin each problem. Once I was shown the first step in the process to get started, I attempted to finish the problem and compared my answer to the answer generated in AI.”
“I decided to use AI to help me on this assignment with the balancing of the chemical equation question to better understand it since I did not understand. I also decided to use AI to help me with conversion which would make the process faster for me.”




3.5.3 Procrastination

The students that self-reported to use the AI tool(s) for 51–100% of their assignment/task acknowledged they were procrastinating or lost their sense of time in a very short manner—highlighting temporal constraints.


“lack of time.”
“short on time. Exam week overload.”
“I used it for this assignment because I have a lot of studying for other classes that I need to focus more on because of the grades in those classes.”
“I was short on time. I did not organize myself effectively today after I accumulated a load of work over the break.”
“Have a lot going on and was on a time crunch.”
“Under a time crunch and needed to get it done.”




3.5.4 Material obstacles

In addition, certain students stated that they were facing severe obstacles in comprehending the material—where their responses were more elongated. Distinct from procrastination, their comments highlight academic difficulty and/or lack of confidence.


“I struggle to correctly solve conversion problems and lay them out properly so I wanted to ensure that I did them correctly. I switched my majors and am no longer a stem major and am just hoping to pass this class because I really struggle with math, stoiciometry, and balancing.”
“I’m not very good at chemistry and never was I just really need to pass this class it is my second time taking it. A lot of it I plugged in and worked out on my own but following the steps that the AI gave me.”


The honors student that self-reported using AI for a worksheet claimed it was for 30% of the worksheet, when it was not the case as they reported that they input each question word-for word into the AI. Their reasoning was not so much a material obstacle, but concern of meeting assignment requirements.


“I did not know how to expand my thoughts for each question in at least 5 quality sentences, so I used AI to generate some ideas for me.”






4 Discussion and implications

This brief original research report proposes broader implementation of the AI Disclosure Form as a replicable practice for instructors across educational fields. Such practice encourages transparency, promotes ethical reflection, and promotes student self-regulation; aligning closely with principles of AI literacy, digital ethics, and UDL. Although students were intentional on the forms, some students have displayed variations in detail, intentional, and reflective use when prompted to disclose their AI-use. The results yielded from the students’ responses highlights the importance of the disclosure forms in observance of surfacing learning behaviors and ethical engagement. The form and its opportunity of reflection fosters agency and metacognition to transition students to move beyond passive use of AI. In addition, these findings underscore how the Disclosure Form operates as a UDL-aligned scaffold fostering metacognitive reflection: through documenting AI use, students engage in active planning and self-monitoring (core metacognitive processes). The findings also align with and illuminate the three pillars of UDL in practice. The “Verification” theme reflects Multiple Means of Engagement, as students sought to sustain motivation and confidence by confirming the accuracy of their work. “Immediate Academic Aid” corresponds with Multiple Means of Representation, with students leveraging AI to access alternative explanations, retrieve formulas, and visualize steps that supported comprehension. “Procrastination and Material Obstacles” intersect with Multiple Means of Action & Expression by showing how students used AI to complete tasks under time or content pressure—yet also revealing moments where deeper conceptual engagement was limited. These patterns indicate that the AI Disclosure Form not only documents behavior but also serves as a diagnostic tool for educators to identify where UDL-aligned supports are effective and where further scaffolding or targeted intervention may be necessary to enhance equity and inclusion in AI-integrated learning environments. This metacognitive engagement reinforces agency and transparency in AI-enhanced learning environments (Avsec and Rupnik, 2025). Although the form was used in two different science-based courses, the form is not discipline-specific, and can thus be adapted across different courses, disciplines, and institutional requirements. The use of an AI Disclosure Form should be considered and integrated into faculty training and institutional AI policies. Widespread institutional adoption could position the AI Disclosure Form as a mechanism for fostering a culture of accountability and responsible AI use, equipping students to navigate ethical complexities in technological innovation. While the present study did not measure the extent to which the form led students through specific UDL or metacognitive processes, its design is intentionally aligned with these frameworks, and future research could examine these outcomes directly.

However, educators should review their pedagogical approach for course tasks/assignments to promote their ideal and intended course outcomes as they integrate ethical and transparent AI-use. The themes of verification and academic aid displays students’ borderline with the intent of using it as a guide and solely focused on achieving a good grade. The themes of academic aid and material obstacles resurfaces the continuing educational issue of how to effectively make students understand that help and resources are available (Dembo and Seli, 2004). The theme of procrastination display students simply wanting to complete the assignment with the assumption and hope that the answers are correct and/or they are prioritizing certain work and courses over others (Dembo and Seli, 2004). The challenge to reviewing pedagogical approach is integrating AI into course tasks/assignments in a way that keeps students in an active, agentic role while emphasizing that their creativity and (scientific) judgement remain paramount, with AI simply as an assistive tool to their learning. The AI Disclosure Form is positioned to make students’ use of AI and its operations transparent and positioning the students as the decision-makers who directs and/or interprets the AI’s outputs. In addition, insight into students’ responses on the forms assist educators on how to pivot their pedagogy. Ultimately, the effect of technology and AI is contingent on design and pedagogy.

Collectively, the variance of students reporting the version of AI tool they are using, the dominant trend of inputting the questions word for word from a course assignment/task into the AI, and the reported amount of use per assignment requires the academic community to discuss plagiarism, methods of citation for accreditation, ethics, and intellectual property with students regarding AI-use (OECD, 2025). Whether or not the students realize/know that assignments are completely created by the professor (which the author has for both courses in this case), is it ethical to completely upload or prompt in an AI tool word for word the assignment—resigning a professor’s or online homework company’s intellectual property to an AI tool? Is it plagiarism to completely upload or prompt in an AI tool word for word the assignment? How does one prompt an AI to give accreditation to an input that was to the AI by a student or any external source that is not the original source? There is a dire need for students to be more aware of intellectual property, basic and AI-focused literacy and ethics.



5 Conclusion

This study not only investigates how students interacted with AI through self-reported disclosures but also introduces and advocates for a replicable pedagogical tool that promotes ethical AI literacy and reflective practice in STEM and general education. Given the current uncertainty around AI use in higher education, the AI disclosure form offers a timely, accessible, and research-informed tool to help instructors and institutions navigate the balance between innovation, accountability, and ethics in education. Through structured reflection, students become active, autonomy responsible agents in their educational process, fostering transparency, ethical literacy and deeper learning engagement. The AI Disclosure Form offers a scalable, scaffolded, and ethical intervention in an emerging AI-integrated academic environment. This work advocates for broader adoption and ongoing refinement of the disclosure approach, contributing to ethically informed AI practices and use in higher education.
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