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Are they in or out? Exploring
pre-service teachers’ knowledge,
perceptions, and experiences
regarding artificial intelligence
(Al) in teaching and learning

Filomena T. Dayagbil, Helen B. Boholano and
Gino G. Sumalinog*

College of Teacher Education, Cebu Normal University, Cebu City, Philippines

Introduction: Artificial Intelligence (Al) continues to revolutionize the teaching
and learning process. This study aimed to gather data on pre-service teachers’
perceived knowledge, perceptions, and experiences in utilizing Al in education,
such as ChatGPT, Quillbot, and Grammarly.

Methods: This mixed-method study involved 515 participants from state
universities in Central Visayas, Philippines, selected via stratified random sampling.
Quantitative data were collected through a survey, while qualitative insights were
gathered from focus group discussions and analyzed using thematic analysis.
Results and discussion: Results showed that pre-service teachers' perceptions
of Al revealed cautious optimism, with concerns about its limitations in handling
complex tasks, bias, lack of originality, and the need for human oversight. They
also recognized issues of factual inaccuracies, reliance on outdated data, and lack
of contextual understanding, indicating a need for further education on Al's ethical
and practical use. Four themes emerged from the qualitative data: the role of Al in
teaching and learning; challenges and ethical implications; capacity training for Al
integration; and the link between Al tools and critical thinking.

Conclusion: In conclusion, pre-service teachers recognize Al's limitations and
emphasize the importance of training for its responsible and effective use.
Recommendation: It is recommended that Al use be integrated into the teacher
education curriculum to prepare teachers for ethical and meaningful application
in classrooms.
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1 Introduction

Artificial intelligence (AlI) is a field of computer science that blends natural language
processing, algorithm creation, and machine learning (Igbokwe, 2023). Artificial intelligence
has revolutionized teaching and learning. It has affected educational systems (Holmes and
Tuomi, 2022) and workplaces (Lane et al., 2023). For instance, students at the university have
used AI programs like Grammarly, Quilbot, and ChatGPT to complete coursework and
research. Since they employ Al technologies in both their personal and professional lives,
students from all academic fields must learn how to use them (Hornberger et al., 2023).

Artificial intelligence (AI) continues to transform teaching and learning. AI has
fundamentally altered how teachers oversee instruction, learning, and evaluation. AI-powered
platforms improve student engagement and offer tailored experiences. AI-powered intelligent
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tutoring systems can offer prompt feedback and assistance, assisting
students in understanding complex ideas at their own pace, thereby
increasing engagement and knowledge retention (Kulik and Fletcher,
2016). Moreover, automated grading systems, powered by Al
algorithms, can efficiently assess student assignments and
examinations, providing timely feedback that is crucial for student
growth (Brynjolfsson and McAfee, 2014). Additionally, by evaluating
student data to find learning trends and customizing instructional
materials to each student’s needs, Al can help teachers differentiate
training (Zawacki-Richter et al., 2019). Understanding how teachers
might employ artificial intelligence to enhance learning outcomes is
crucial, according to some academics (Wang, 2024).

In the Al-driven landscape, teachers and future teachers alike
need to acquire the needed competencies to use Al tools effectively.
Teachers who are knowledgeable about AI can create learning
environments that are not only more adaptive but also more engaging,
ultimately leading to improved academic outcomes for students
(Luckin et al., 2016). In the digital age, educators can assist students
in acquiring critical thinking abilities and an awareness of the ethical
implications of AI by integrating Al-related content into the
curriculum (Holmes et al., 2019; Reiss, 2021). On the other hand,
teachers who are unfamiliar with AT might not be able to harness the
potential of technology integration in teaching and learning. Teachers
who lack AT knowledge may struggle to navigate the ethical challenges
Al poses in education, such as student privacy, algorithmic bias, and
the digital divide (Williamson and Eynon, 2020).

In the teacher education curriculum in the Philippines, courses are
geared toward the development of professional teachers. With the
dynamic and transformative landscape in education, future teachers need
to be well-prepared to utilize Al-driven technologies effectively to
enhance student learning outcomes. Improving pre-service teachers
knowledge and proficiency in Al could help future classrooms embrace
Al-based instruction more successfully (Celik et al., 2022). However,
courses that prepare teachers for emerging technological trends have to
be enhanced in the teacher education curriculum.

It has been observed that pre-service teachers have varying levels
of knowledge about artificial intelligence in education, such as
Grammarly, Quilbot, and ChatGPT. Their understanding typically
ranges from basic awareness of AI concepts to more advanced insights
into how AI can be integrated into the classroom. Some are familiar
with Al's potential to personalize learning and provide instant
feedback, yet future teachers’ practical experience with these
technologies may be limited. This gap in practical knowledge is often
due to a lack of exposure to Al tools, together with the rapid
development of AL which cannot be captured by the existing curricula.

It is therefore important to look into the pre-service teachers’
knowledge and perceptions of Al in education. Understanding their
current knowledge base can help in designing more targeted and
comprehensive capacity-building programs for future teachers.
Investigating this topic can uncover potential barriers and facilitators
to the adoption of Al in classrooms, providing insights for educators
and technology developers.

2 Statement of the problem

This study aimed to gather data on the pre-service teachers’
perceived knowledge, perceptions, and experiences in utilizing Al in

Frontiers in Education

10.3389/feduc.2025.1665205

education, such as ChatGPT, Quilbot, and Grammarly. Specifically, it
sought to answer the following questions:

a What is the extent to which pre-service teachers perceive the
challenges and ethical concerns of using generative Al tools?

b What is the extent of the pre-service teachers’ knowledge of
generative Al in teaching and learning?

¢ What emerging themes can be developed based on the

teachers’ with the use of

pre-service experiences

Al-driven tools?

3 Methodology
3.1 Research design

The study employed the mixed-methods approach, integrating
quantitative and qualitative techniques to obtain a thorough grasp of
pre-service teachers’ understanding and perspectives regarding
artificial intelligence in education. To gather the quantitative data, a
survey questionnaire was used. Through the use of a survey, data from
a sizable sample were collected, offering a comprehensive picture of
participants’ opinions and knowledge. The qualitative data involved
an in-depth focus group discussion (FGD) through a semi-structured
interview guide.

3.2 Research respondents and environment

A total of 515 pre-service teachers from different state universities
in Region 7, Central Visayas, Philippines, participated in the study. All
respondents were students enrolled in the College of Teacher
Education. The study employed a probabilistic sampling strategy,
specifically stratified random sampling, to ensure representation
across participating higher education institutions. The student
population in each university was divided into strata (by year level and
institution), after which respondents were randomly selected
proportionally from each stratum. This method was used to minimize
sampling bias and increase the generalizability of the results.

The sample size of 515 was determined based on Slovin’s formula
ata 95% confidence level and a 5% margin of error, using an estimated
population of approximately N pre-service education students in
Region 7. This calculation yielded a minimum required sample size of
about n respondents; however, the study exceeded this minimum,
thereby strengthening the reliability of the findings. In line with
ethical protocols, respondents were informed of their voluntary
participation and assured that they could withdraw at any time.
Anonymity and confidentiality of responses were strictly maintained.

3.3 Research instrument

The study used a survey instrument adapted from the study of
Chan and Hu (2023). It is composed of 20 Likert-scale statements
that measure pre-service teachers’ perceptions and knowledge of
generative AI technologies, focusing on their limitations,
capabilities, and ethical concerns. The items examined areas such
as handling of complex tasks, potential biases, accuracy,
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originality, reliance on user input, and the necessity of human
oversight and judgment. For the qualitative data, a semi-
structured interview guide was used, and the content was
validated by three research experts to ensure that the phenomenon
was fully covered.

3.4 Limitations

This study is limited to pre-service teachers from state universities
in Central Visayas, which may affect the generalizability of the
findings. It also focused only on three Al tools such as ChatGPT,
Quillbot, and Grammarly, so perceptions of other educational
technologies were not captured. In addition, the qualitative phase
involved a smaller number of participants, offering depth but not
broad representation.

3.5 Data gathering procedure

Before data collection, the study secured institutional ethics
clearance and informed consent from all participants. The survey
questionnaire was administered online via Google Forms, allowing
broad accessibility while maintaining confidentiality of responses.
Out of the 515 survey respondents, 20 were purposively chosen
for the Focus Group Discussion (FGD). The qualitative subsample
was selected to reflect diversity in gender, institution, and year
level, ensuring varied perspectives. The FGDs were audio-
transcribed

recorded with permission, verbatim, and

stored securely.

3.6 Data analysis

The study employed descriptive statistics to analyze the
perceptions of pre-service teachers regarding the use of generative Al
technologies such as ChatGPT, Quillbot, and Grammarly. Participant
responses were summarized and presented using percentages and
frequency counts for each statement across five Likert-scale categories:
strongly agree, agree, neutral, disagree, and strongly disagree. For the
qualitative aspect, transcribed data were analyzed using the thematic
analysis process of Braun and Clarke (2006) with the following steps:
(1) familiarization of data; (2) generation of codes; (3) combining
codes into themes; (4) reviewing themes; (5) determine the
significance of themes; and (6) reporting of findings.

4 Findings

The study explored the pre-service teachers perceptions and
experiences with generative Al tools, specifically focusing on their
awareness of ethical concerns, challenges, and limitations in teaching
and learning. It examined the extent to which they recognized issues
such as biases, originality, and the need for human oversight, alongside
their experiences on the capabilities and potential impact of these
technologies in teaching and learning. The following results offer
insights into pre-service teachers’ understanding and perspectives,
with useful implications for integrating Al into teacher education.
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4.1 Perceptions of pre-service teachers on
the use of Al

Pre-service teachers have a cautious yet optimistic outlook on Al
in education, acknowledging its promise while pointing out ethical
issues. According to Chan and Hu (2023), by understanding how
students view technology, pre-service teachers can adapt Al
technologies to address needs and concerns while promoting good
learning outcomes (see Supplementary Table 1).

The perception questions in Supplementary Table 1 highlight
pre-service teachers’ attitudes toward the challenges and ethical
concerns related to generative Al tools. AT’s limitations in handling
complex tasks were widely acknowledged, with 34% strongly agreeing
and 28.3% agreeing that these tools struggle with more intricate or
higher-order cognitive tasks. Respondents generally recognized that
Al may not yet be equipped to fully replicate the nuanced thinking
required for certain teaching situations.

Concerns about Al bias and unfairness were also prevalent, with
33.6% agreeing and 18.3% strongly agreeing that generative Al tools
could exhibit biases in their outputs. Respondents expressed concern
that biased AI content could affect teaching outcomes, showing
awareness of ethical issues in education. Similarly, the lack of
originality in Al-generated content, largely due to reliance on
pre-existing data, was a concern for the 33.4% of respondents. This
indicates that future educators are cautious about the potential for AI
to produce formulaic or uncreative content that may not engage
students fully. Another notable finding was the widespread belief
(31.5%) that AT works best when complemented by human judgment.
This illustrates a fair assessment of Al as an aid rather than a substitute
for teachers. Pre-service instructors are aware of AI's limitations and
the value of human monitoring, even if they acknowledge its potential.

The responses in this table show that pre-service teachers
mentioned ethical issues when considering Al use in educational
settings. Teacher education programs should build on this awareness
by incorporating discussions about Al ethics, particularly bias and
fairness in AI outputs. Educators should also be trained to collaborate
with Al rather than rely solely on it, making sure that Al is used as a
tool to complement their learning rather than replace human
interaction. Developing guidelines and best practices for using Al in
the classroom can help pre-service teachers integrate technology
thoughtfully and responsibly.

4.2 Pre-service teachers’ knowledge of
artificial intelligence

The term “knowledge of AI” refers to pre-service teachers’
comprehension of its principles, resources, and uses in the classrooms
as well as their capacity to incorporate it into efficient instruction. Ali
(2020) and Kemp et al. (2019) believe that students” familiarity with
Al technologies impacts learning outcomes and procedures by
shaping their engagement with digital tools, adaptation to new
methods, and use of technology for personalized learning (see
Supplementary Table 2).

Supplementary Table 2 shows the pre-service teachers’ knowledge
of the use of Al-driven tools and their limitations. There was a
common understanding among preservice teachers who agreed (34%)
and strongly agreed (21.7%) on the potential of Al-driven tools in

frontiersin.org


https://doi.org/10.3389/feduc.2025.1665205
https://www.frontiersin.org/journals/education
https://www.frontiersin.org

Dayagbil et al.

generating factually inaccurate content. Respondents agreed that AI
tools like ChatGPT and Grammarly sometimes produce inaccurate
content, showing awareness of their shortcomings. Since pre-service
teachers’ views about artificial intelligence (AI)-based educational
technology may impact their future students’ learning outcomes, it is
imperative to understand more about these attitudes (Zhang et al.,
2023; Al Kurdi et al., 2020; Sumalinog, 2018). Respondents mentioned
the need for training on how to use Al tools effectively and ethically.

Furthermore, AT’s reliance on statistical models and large datasets
was identified as a potential limitation by 37% of the respondents. This
suggests that while many understand that AI's data-driven nature can
lead to issues such as outdated or irrelevant information, some may
lack full awareness of how this affects the quality of outputs. The
respondents further agreed (33.4%) that due to reliance on existing
data, the content generated by AI tools may lack originality.
Additionally, there was the recognition that Al tools struggled with
real-time adaptation and contextual understanding, as reflected by the
neutral responses (37.3%). Neutral responses reflected some
uncertainty among pre-service teachers, suggesting limited practical
experience with Al tools.

Regarding the need for educators to keep an eye on Al-generated
content, there was broad agreement among respondents (36.9%). This
shows that, despite its potential, AT still needs human judgment to
guarantee that the outputs are suitable and accurate. Pre-service
teachers appear to broadly agree with the notion that AI technologies
should not function independently, based on the minimum
disagreement (2.9%). The majority of pre-service teachers strongly
agreed (31.5%) and agreed (29.5%) that Al-powered technologies
work best when combined with human judgment and experience.

Moreover, the preservice teachers agreed (31.3%) and strongly
agreed (17.3%) that Al tools do not possess awareness of the context
in which they are used. This points to the limitation of Al tools like
ChatGPT, which generate responses purely on patterns in the data
they were trained on without anchoring on the real situation. For
instance, a student teacher can request that ChatGPT create a lesson
plan for a specific subject. Although ChatGPT is capable of doing so,
the results could not provide enough information about the unique
requirements of the students or the cultural setting in which the lesson
plan is developed. Generative Al can assist educators in developing
instructional content, but it cannot account for unique classroom
dynamics, which require a teacher’s contextual understanding (Hao
et al., 2024; Burke and Akhtar, 2023).

The results showed that participants recognized AT’s limitations,
such as accuracy, bias, and lack of contextual understanding, given the
limitations of using Al-driven tools as demonstrated by the
respondents’ responses. More hands-on experience and exposure to
AT applications in real-world scenarios could bridge the gap in
understanding and help alleviate uncertainty. Emphasizing critical
thinking and ethical considerations when using Al in classrooms is
very important for future educators.

4.3 Pre-service teachers’ perceptions and
knowledge of the use of Al

Pre-service teachers’ perceptions and knowledge of Al encompass

their understanding of its tools and applications, their attitudes toward
its integration in education, and their awareness of its potential
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benefits and challenges in teaching and learning. For Sanusi et al.
(2020), gaining insight into pre-service teachers’ opinions and
knowledge regarding AI use could help develop instructional AI
programs for educators. Similarly, one background aspect to consider
when examining students’ behavior towards Al is their literacy and
their knowledge (Chai et al, 2020; Dai et al, 2020) (see
Supplementary Table 3).

The table summarizes pre-service teachers’ responses to their
perceptions and knowledge of AI technologies. In terms of
knowledge, the majority (59.4%) either strongly agreed or agreed that
they possessed adequate knowledge of AI, while 31.5% remained
neutral, indicating moderate understanding or uncertainty. A small
proportion (9.3%) disagreed, suggesting limited knowledge among
some respondents. Regarding perceptions, 61.1% hold positive views,
with 29.5% strongly agreeing and 31.6% agreeing on the benefits of
Al in education. Meanwhile, 30.2% remained neutral, reflecting
ambivalence or lack of strong opinion, and only 9.6% expressed
negative perceptions.

Most participants reported favorable perceptions and moderate
knowledge of AI technologies, while a notable group gave neutral
responses, pointing to the need for enhanced training and exposure
to the use of Al in education. The previous paragraph highlights the
significance of understanding their perceptions and knowledge of Al,
as these factors significantly influence their willingness to adopt
Al-powered educational technologies, which in turn may affect the
learning outcomes of students (Turan et al., 2022; Ndlovu et al., 2020).
Although many pre-service teachers viewed Al as useful, they also
mentioned challenges such as limited knowledge and practical
experience (Karatas and Yuce, 2024). To guarantee the successful
integration of Al in education and optimize its potential advantages
for both educators and students, these problems must be resolved.

4.4 Emerging themes on the use of Al in
teaching and learning

An interview was undertaken to substantiate the quantitative data
gathered. The respondents’ narrative remarks and experiences were
analyzed and organized into emerging themes.

4.4.1 Theme the role of Al in teaching and
learning

The role of Al in improving teaching and learning is multifaceted,
providing various advantages at the same time challenges. As culled
from the narratives of the respondents, Al-driven tools lessen the
work of teachers and future teachers by automating repetitive tasks
like grading and lesson planning. This increased efficiency enables
teachers to spend more time enhancing instruction and fostering
relationships with students. Furthermore, Al systems provide useful
insights into student performance, allowing teachers to discover areas
where students may be struggling and adjust their teaching strategies
as needed. Al tools also give suggestions on lesson planning and how
to make teaching more engaging through varied activities.

“AI technologies automate tasks like grading to lessen the work of the
teacher. Through this, AI helps teachers to create amazing outputs
to give to their learners to make their activities more exciting and
collaborative” (P2)
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Al tools create engaging activities that capture young learners’
interest and encourage participation. (P1)

AL as I have discerned, has incredible potential to improve our
teaching, but it can also come with significant risks if it is misused
or it will not managed carefully. (P9)

The capabilities of AI technologies in the classroom are that it's very
easy to use with just one click, and you will have all the ideas
you want to know. For instance, it will help you craft a lesson plan.
It makes your work lighter because the AI will provide you with
information, and all you have to do is rephrase or get some of it and
apply it in your classroom. But it's still important to be very mindful
when using this. (P7)

Pre-service teachers understand that although Al is user-friendly
and offers helpful assistance, its use or inadequate management can
result in serious ethical implications. As a result, to maximize the
potential benefits of Al tools in education, they emphasize the
importance of using them cautiously and wisely. AI-driven educational
platforms, for example, can review student performance data to
identify learning gaps and give tailored learning pathways, increasing
the efficacy of pre-service teacher training programs (Chauke et al.,
2024; Igbokwe, 2023).

Furthermore, AT has played an important role in improving the
learning experience for pre-service teachers by giving them access to
a variety of material and interactive tools that help them understand
complicated concepts more deeply. Al assists students in developing
problem-solving abilities through simulations and scenarios that
mimic real-world issues, allowing them to apply theoretical knowledge
in practical settings. Furthermore, AI fosters collaboration by
supporting teamwork in the classroom, offering platforms and
applications that encourage group projects, peer-to-peer interaction,
and collective decision-making, all of which are essential for effective
teaching practices (Al-Shammari and El-Enezi, 2024; Ali, 2020).

4.4.2 Theme challenges and ethical implications
of Al use in education

While AT offers efficiencies and novelty, challenges, including
inaccuracy, technology dependency, and ethical considerations like
privacy issues and equity, need to be addressed. Among these are: (1)
bias risk in AI algorithms, (2) accessibility gaps and digital divides,
and (3) maintaining the human element in teaching. Below are some
of their narratives:

When thinking of the ethical consideration of Al I see it as,
you know, it is a balancing act between innovation and responsibility
because Al, as we have discerned, has incredible potential to
improve lives, but it can also come with significant risks if it will
be misused or it will not be managed carefully (P 4).

And for me, ethical consideration just reminds me that while AI can
be powerful, yes, it's true that Al can be an innovative tool that
we can use. However, the design and use it reflects our values and
priorities (P 5)

Indeed, many studies have emphasized the promising benefits of
AJ; however, there are so many questions remaining about how best
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to tackle ethical, technological, and societal questions about AT use.
According to Farooqi et al. (2024), some ethical issues on the use of
Al include data privacy (Amado et al., 2024). These issues have not
received much attention in the educational setting (Gaonkar et al.,
2020; Nassar and Kamal, 2021).

Pre-service teachers support the need to balance humanistic
elements of education with AI efficiency and the significance of
integrating ethical considerations that support the relational nature of
teaching and represent shared values. To overcome these obstacles,
educational stakeholders may take a multifaceted strategy in the
future, promoting an Al-enhanced learning environment that places
high priority on accountability, inclusivity, and human-centered values.

4.4.3 Theme: capacity training of teachers for Al
integration

Familiarity with AI tools, their limitations, and mindful
application are crucial for successful implementation. Subtopics
include (1) training programs for educators, (2) balancing AI use with
traditional methods, and (3) building confidence and proficiency in
Al tools.

As a future early childhood educator, I recognize several challenges
in Al use. Preparing ourselves for Al integration is very important.
Over-reliance on technology may limit personal interaction between
educators and learners. Another challenge is ensuring that Al tools
are age-appropriate and safe for young learners (P6)

I believe that training is very important. Thus, we must undergo

training on integrating Al into learning. (P10)

The successful training and capacity building on the integration
of Al-based tools in teacher education among preservice teachers and,
further, their classroom instruction hinges on their awareness of
technology, pedagogy, and content, as well as how all of these interact
overall (Levenberg et al, 2024). In addition, for the effective
implementation of the educational process by school instructors
within the modern electronic information-educational environment
integrating elements of artificial intelligence, there is a need for
focused training of school instructors in AI and its applications in
education (Vlasova et al., 2019).

This indicates that education programs for pre-service teachers
should put top priority on opportunities for professional development
focused on integrating Al into education. There is a necessity to
prepare the pre-service teacher to blend old ways of teaching with
Al-enriched teaching methods. For a pre-service teacher to develop
their confidence in Al tool use, they need specific guidance. In
addition, preservice teachers need support to improve their confidence
and enhance their capacity to use Al tools in teaching and learning.

4.4.4 Theme: the use of Al tools and critical
thinking

While generative Al tools facilitate learning, pre-service teachers
believed that critical thinking skills should not be sacrificed.
Overdependence on Al tools may diminish the students’ ability to
think independently and be creative. A student needs to evaluate the
validity and relevance of information provided by Al All Al-generated
content is not true or appropriate at all times; thus, the learners need
to evaluate sources critically. Students should utilize Al as an aid and
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not a crutch. Reduced dependence on technology promotes more
meaningful interactions with content and creates a more active
learning space.

I always cross-check the facts and assess the credibility of the
sources. (P3)

Its important
responses. (P14)

to question the wvalidity of Al-generated

I believe we should use technology to enhance learning, not as a
substitute for critical thinking. (P19)

Al can sometimes present a skewed view of a topic, and we must
identify those biases. (P9)

When we use AL I always remind my students not to take everything
at face value. (P12)

Pre-service teachers always cross-check facts and assess the
credibility of sources, recognizing the importance of questioning the
validity of Al-generated responses. Al sometimes presents a skewed
view of a topic, so it emphasizes the need to identify potential biases
and ensure that critical thinking remains a central part of the learning
process. In a survey conducted by Szmyd and Mitera (2024), the
majority of the pre-service teachers rank their critical thinking ability
as high or moderate. However, up to 83% of respondents were
concerned that leaning too much on artificial intelligence may limit
their ability to think independently and make responsible decisions.
Similarly, AI technology can increase academic performance, tailor
learning, and better prepare students for global careers (Hao et al.,
2024). However, the findings emphasize the ethical and pedagogical
challenges raised by Al, such as its potential to worsen educational
inequities and undermine critical thinking skills.

5 Discussion

The results of this study highlight pre-service teachers’ ambivalent
yet thoughtful stance on generative Al. Quantitative data revealed
broad recognition of AT’s potential, with more than 61% affirming its
value in supporting instruction, but respondents also acknowledged
limitations such as bias, lack of originality, and contextual insensitivity
(Zhang et al., 2023; Hao et al.,, 2024). These concerns were echoed in
qualitative interviews, where participants described AT as useful for
automating repetitive tasks like grading and lesson planning while
simultaneously enhancing classroom interaction and collaboration
(Chauke et al., 2024; Ali, 2020). Taken together, these findings suggest
that pre-service teachers are approaching Al with cautious optimism,
recognizing its ability to complement teaching but not replace the
irreplaceable human dimension of education. The identified themes
resonate with existing frameworks such as TPACK, which emphasizes
the integration of technology, pedagogy, and content knowledge in
teacher preparation (Levenberg et al., 2024; Vlasova et al., 2019).
Similarly, the concerns about bias, accuracy, and the need for critical
thinking align with AI literacy perspectives that stress ethical
awareness and responsible engagement with Al tools in education
(Chan and Hu, 2023; Szmyd and Mitera, 2024).
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Ethical and pedagogical issues emerged strongly across both strands
of data. Survey responses indicated a widespread belief that AI outputs
require constant human oversight to prevent factual inaccuracies and
biased content (Chan and Hu, 2023; Burke and Akhtar, 2023). Narratives
similarly underscored the danger of overdependence, warning that
uncritical reliance may undermine critical thinking and creativity,
potentially reproducing inequities within education (Szmyd and Mitera,
2024; Farooqi et al., 2024). These results reveal that while pre-service
teachers acknowledge the efficiencies of Al they also see the risks of its
unchecked use, positioning ethics and human judgment as
indispensable to its responsible integration in classrooms. The need for
guidelines and best practices for classroom Al use can be considered in
the discussion of these findings.

A further pattern concerns the gap between knowledge and
practical application. While nearly 60% of participants reported
having sufficient knowledge of Al, a significant proportion expressed
uncertainty, reflecting ambivalence in their actual readiness (Sanusi
et al,, 2020; Karatas and Yuce, 2024). This gap was reinforced in the
qualitative accounts, where pre-service teachers pointed to the need
for structured training and professional development to build
competence and confidence (Levenberg et al., 2024; Vlasova et al.,
2019). Such findings indicate that exposure to Al tools alone is
insufficient; rather, pre-service teachers need guided opportunities to
integrate technology with pedagogical practice, ensuring that their
engagement is both ethical and effective. The relatively high
proportion of “neutral” responses suggests uncertainty or limited
confidence in applying AI tools, which may stem from a lack of
hands-on experience or formal training. This highlights the need for
teacher education programs to provide more practical exposure and
capacity-building activities to strengthen pre-service teachers’
readiness for Al integration. Participants recognized both the potential
advantages of Al and the challenges that still need to be addressed.

Opverall, the convergence of quantitative and qualitative findings
paints a portrait of pre-service teachers as both pragmatic and
reflective in their engagement with Al They see its promise in
promoting efficiency and personalized learning, yet they remain
vigilant about its risks to equity, originality, and independent thought.
These results point to several implications for practice: teacher
education curricula should integrate explicit training on Al tools,
including their ethical and technical limitations; professional
development programs must equip pre-service teachers with strategies
to blend traditional and Al-driven pedagogies; and institutional
guidelines should reinforce accountability and human-centered values
to ensure that AI complements rather than undermines critical
thinking and inclusivity in education.

6 Conclusion

Pre-service teachers are aware of the ethical implications and
challenges posed by generative AL including biases in output, the need
for human oversight, and data privacy concerns. While they recognize
the efficiency and innovative potential of Al tools in automating tasks
like lesson planning and grading, they also emphasize the risks of over-
reliance and the importance of balancing AI use with ethical
responsibility. Additionally, participants demonstrate an understanding
of AT’s limitations, acknowledging its reliance on large datasets and
statistical models, which can lead to inaccuracies, a lack of contextual
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understanding, and limited adaptability. Although pre-service teachers
appreciate the ways Al can streamline processes and enhance teaching
efficiency, they stress the need for training and capacity building to
effectively integrate Al in teaching and learning. They advocate for
using Al as a supplement to, rather than a replacement for, the time-
tested teaching methods, ensuring that critical thinking and human
interaction remain central to the educational process. To prepare
future educators to effectively navigate with AI tools, the teacher
education curricular offerings need to integrate the concept of artificial
intelligence, focusing on Al ethics, practical applications, and critical
evaluation of Al outputs, fostering a balanced approach to leveraging
AT while upholding educational values and standards.

Data availability statement

The original contributions presented in the study are included in
the article/Supplementary material, further inquiries can be directed
to the corresponding author.

Ethics statement

The studies involving humans were approved by Ethics Review
Committee - Cebu Normal University. The studies were conducted in
accordance with the local legislation and institutional requirements.
Written informed consent for participation in this study was provided
by the participants’ legal guardians/next of kin.

Author contributions

FD: Conceptualization, Funding acquisition, Writing - original
draft. HB: Investigation, Methodology, Writing — review & editing.
GS: Formal analysis, Writing - review & editing.

Funding

The author(s) declare that no financial support was received for
the research and/or publication of this article.

References

Al Kurdi, B., Alshurideh, M., and Salloum, S. A. (2020). Investigating a theoretical
framework for e-learning technology acceptance. Int. J. Electr. Comput. Eng. 10,
6484-6496. doi: 10.11591/ijece.v10i6

Ali, W, (2020). Online and remote learning in higher education institutes: a necessity in light
of the COVID-19 pandemic. High. Educ. 10, 16-25. doi: 10.5539/hes.v10n3p16

Al-Shammari, A., and El-Enezi, S. (2024) Role of artificial intelligence in enhancing
learning outcomes of pre-service social studies teachers J. Soc. Stud. Educ. Res. 15.
163-196. Available online at: https://jsser.org/index.php/jsser/article/view/5787

Amado, J. A, Dayson, C. J. P, Gipaya, P. N, Hipos, A. M. G,, Ortile, E E, and Digo, G. S.
(2024). Assessing the impact of AI generative tools on administrative and supervisory
practices in education. Asia Pac. J. Manag. 32-40. Available online at: https://research.
Ipubatangas.edu.ph/wp-content/uploads/2024/07/3.- APJMSD-2024-06.pdf

Braun, V., and Clarke, V. (2006). Using thematic analysis in psychology. Qual Res Psychol.
3, 77-101. doi: 10.1191/1478088706qp0630a

Brynjolfsson, E., and McAfee, A. (2014). The second machine age: work, progress, and
prosperity in a time of brilliant technologies. 1st. New York, W.W. Norton & Company.
Available online at: https://shorturl.at/M1upl

Frontiers in Education

10.3389/feduc.2025.1665205

Acknowledgments

The authors thank Cebu Normal University for its financial
support in giving its teachers the time to conduct research, as well as
the students who voluntarily gave their time for the completion of
this study.

Conflict of interest

The authors declare that the research was conducted in the
absence of any commercial or financial relationships that could
be construed as a potential conflict of interest.

Generative Al statement

The authors declare that no Gen Al was used in the creation of
this manuscript.

Any alternative text (alt text) provided alongside figures in this
article has been generated by Frontiers with the support of artificial
intelligence and reasonable efforts have been made to ensure accuracy,
including review by the authors wherever possible. If you identify any
issues, please contact us.

Publisher’'s note

All claims expressed in this article are solely those of the authors
and do not necessarily represent those of their affiliated
organizations, or those of the publisher, the editors and the
reviewers. Any product that may be evaluated in this article, or claim
that may be made by its manufacturer, is not guaranteed or endorsed
by the publisher.

Supplementary material

The Supplementary material for this article can be found online
at: https://www.frontiersin.org/articles/10.3389/feduc.2025.1665205/
full#supplementary-material

Burke, S. A., and Akhtar, A. (2023). The shortcomings of artificial intelligence: a
comprehensive study. Int. J. Lib. Inf. Sci. 15, 8-13. doi: 10.5897/1JL1S2023.1068

Celik, L., Dindar, M., Muukkonen, H., and Jarveld, S. (2022). The promises and
challenges of artificial intelligence for teachers: a systematic review of research.
TechTrends 66, 616-630. doi: 10.1007/s11528-022-00715-y

Chai, C. S., Wang, X., and Xu, C. (2020). An extended theory of planned behavior for
the modelling of Chinese secondary school students' intention to learn artificial
intelligence. Mathematics 8:11. doi: 10.3390/math8112089

Chan, C. K. Y., and Hu, W. (2023). Students voices on generative Al: perceptions,
benefits, and challenges in higher education. Int. J. Educ. Technol. High. Educ. 20:43. doi:
10.1186/s41239-023-00411-8

Chauke, T., Mkhize, T., Methi, L., and Dlamini, N. (2024). Postgraduate students’
perceptions on the benefits associated with artificial intelligence tools on academic
success: in case of ChatGPT Al tool. J. Curric. Stud. Res. 6,44-59. doi: 10.46303/jcsr.2024.4

Dai, Y., Chai, C. S, Lin, P. Y,, Jong, M. S. Y, Guo, Y., and Qin, J. (2020). Promoting
students' well-being by developing their readiness for the artificial intelligence age.
Sustainability 12:6597. doi: 10.3390/sul2166597

frontiersin.org


https://doi.org/10.3389/feduc.2025.1665205
https://www.frontiersin.org/journals/education
https://www.frontiersin.org
https://www.frontiersin.org/articles/10.3389/feduc.2025.1665205/full#supplementary-material
https://www.frontiersin.org/articles/10.3389/feduc.2025.1665205/full#supplementary-material
https://doi.org/10.11591/ijece.v10i6
https://doi.org/10.5539/hes.v10n3p16
https://jsser.org/index.php/jsser/article/view/5787
https://research.lpubatangas.edu.ph/wp-content/uploads/2024/07/3.-APJMSD-2024-06.pdf
https://research.lpubatangas.edu.ph/wp-content/uploads/2024/07/3.-APJMSD-2024-06.pdf
https://doi.org/10.1191/1478088706qp063oa
https://shorturl.at/M1upl
https://doi.org/10.5897/IJLIS2023.1068
https://doi.org/10.1007/s11528-022-00715-y
https://doi.org/10.3390/math8112089
https://doi.org/10.1186/s41239-023-00411-8
https://doi.org/10.46303/jcsr.2024.4
https://doi.org/10.3390/su12166597

Dayagbil et al.

Farooqi, M. T. K., Amanat, I, and Awan, S. M. (2024). Ethical considerations and
challenges in the integration of artificial intelligence in education: a systematic review.
J. Excel. Manag. Sci. 3, 35-50. doi: 10.69565/jems.v3i4.314

Gaonkar, B., Cook, K., and Macyszyn, L. (2020). Ethical issues arise due to bias in
training AT algorithms in healthcare, and data sharing as a potential solution. AT Ethics
J. 1:1. doi: 10.47289/AIEJ20200916

Hao, Z., Fang, E, and Peng, J.-E. (2024). The integration of AI technology and critical
thinking in English major education in China: opportunities, challenges, and prospects.
Digit. Appl. Linguist. 1:2256. doi: 10.29140/dal.v1.2256

Holmes, W, Bialik, M., and Fadel, C. (2019). Artificial Intelligence in education:
promises and implications for teaching and learning. Center for Curriculum Redesign.
Available online at: https://curriculumredesign.org/wp-content/uploads/AIED-Book-
Excerpt-CCR.pdf

Holmes, W., and Tuomi, I. (2022). State of the art and practice in Al in education. Eur.
J. Educ. 57, 542-570. doi: 10.1111/ejed.12533

Hornberger, M., Bewersdorff, A., and Nerdel, C. (2023). What do university students
know about artificial intelligence? Development and validation of an AI literacy test.
Comput. Educ. Artif. Intell. 5:100165. doi: 10.1016/j.caeai.2023.100165

Igbokwe, I. C. (2023). Application of AI in educational management. Int. J. Sci. Res.
Publ. 13:3. doi: 10.29322/IJSRP.13.03.2023.p13536

Karatas, E, and Yuce, E. (2024). Al and the future of teaching: preservice teachers’
reflections on the use of artificial intelligence in open and distributed learning. Int. Rev.
Res. Open Dis. Learn. 25. Available online at: https://www.irrodl.org/index.php/irrodl/
article/view/7785/6079

Kemp, A., Palmer, E., and Strelan, P. (2019). A taxonomy of factors affecting attitudes
towards educational technologies for use with technology acceptance models. Br. J. Educ.
Technol. 50, 2394-2413. doi: 10.1111/bjet.12833

Kulik, J. A., and Fletcher, J. D. (2016). Effectiveness of intelligent tutoring systems: a
meta-analysis. Rev. Educ. Res. 86, 386-419. doi: 10.3102/0034654315581420

Lane, M., Williams, M., and Broecke, S. (2023). The impact of AI on the workplace:
main findings from the OECD AI surveys of employers and workers. OECD social,
employment, and migration working papers.

Levenberg, A., Harari, L., and Pollak, D. (2024). Developing and validating tools to
assess digital content integration in pre-service teachers’ practice lessons. Educ. Inf.
Technol. 30, 8591-8609. doi: 10.1007/s10639-024-13140-w

Luckin, R., Holmes, W., Griffiths, M., and Forcier, L. B. (2016). Intelligence unleashed:
an argument for Al in education. Pearson. Available online at: https://listwr.com/EdR5tx

Frontiers in Education

08

10.3389/feduc.2025.1665205

Nassar, A., and Kamal, M. Ethical dilemmas in AI-powered decision-making: a deep
dive into big data-driven ethical considerations Int. J. Responsib. Artif. Intell. (2021) 11.
1-11. Available online at: https://neuralslate.com/index.php/Journal-of-Responsible-Al/
article/view/43

Ndlovu, M., Ramdhany, V., Spangenberg, E. D., and Govender, R. (2020).
Preservice teachers’ beliefs and intentions about integrating mathematics teaching
and learning ICTs in their classrooms. ZDM 52, 1365-1380. doi:
10.1007/s11858-020-01186-2

Reiss, M. J. (2021). The use of Al in education: practicalities and ethical considerations.
Lond. Rev. Educ. 19, 5-14. doi: 10.14324/LRE.19.1.05

Sanusi, L., Ayanwale, M., and Tolorunleke, A. M. (2020). Investigating pre-service
teachers’ artificial intelligence perception from the perspective of planned behavior
theory. Comput. Educ. Artif. Intell. 6:100202. doi: 10.1016/j.caeai.2024.100202

Sumalinog, G. Working local, going global: challenges and opportunities of working
students teaching English as a second language Int. J. Engl. Educ. (2018) 7. 168-180.
Available online at: https://ijee.org/assets/docs/12_gino.279153625.pdf

Szmyd, K., and Mitera, E. (2024). The impact of artificial intelligence on the
development of critical thinking skills in students. Eur. Res. Stud. J. 27, 1022-1039. doi:
10.35808/ersj/3876

Turan, Z., Kiigiik, S., and Karabey, S. (2022). Investigating pre-service teachers’
behavioral intentions to use web 2.0 gamification tools. Particip. Educ. Res. 9, 172-189.
doi: 10.17275/per.22.85.9.4

Vlasova, E. Z., Avksentieva, E. Y., Goncharova, S. V., and Aksyutin, P. A. Artificial
intelligence space for the new possibilities to train teachers Espacios (2019) 40:17.
Available online at: https://www.revistaespacios.com/a19v40n09/19400917.html

Wang, Z. (2024). Artificial intelligence in dance education: using immersive
technologies for teaching dance skills. Technol. Soc. 77:102579. doi:
10.1016/j.techsoc.2024.102579

Williamson, B., and Eynon, R. (2020). The datafication of education: critical
perspectives on Al, big data, and learning analytics. Learn. Media Technol. 45,2-17. doi:
10.4324/9781351252805-14

Zawacki-Richter, O., Marin, V. I, Bond, M., and Gouverneur, F. (2019). Systematic
review of research on artificial intelligence applications in higher education — where
are the educators? Int. J. Educ. Technol. High. Educ. 16:39. doi:
10.1186/s41239-019-0171-0

Zhang, C., Schief’, J., Plof8l, L., Hofmann, E, and Glaser-Zikuda, M. (2023).
Acceptance of artificial intelligence among pre-service teachers: a multigroup analysis.
Int. J. Educ. Technol. High. Educ. 20:49. doi: 10.1186/s41239-023-00420-7

frontiersin.org


https://doi.org/10.3389/feduc.2025.1665205
https://www.frontiersin.org/journals/education
https://www.frontiersin.org
https://doi.org/10.69565/jems.v3i4.314
https://doi.org/10.47289/AIEJ20200916
https://doi.org/10.29140/dal.v1.2256
https://curriculumredesign.org/wp-content/uploads/AIED-Book-Excerpt-CCR.pdf
https://curriculumredesign.org/wp-content/uploads/AIED-Book-Excerpt-CCR.pdf
https://doi.org/10.1111/ejed.12533
https://doi.org/10.1016/j.caeai.2023.100165
https://doi.org/10.29322/IJSRP.13.03.2023.p13536
https://www.irrodl.org/index.php/irrodl/article/view/7785/6079
https://www.irrodl.org/index.php/irrodl/article/view/7785/6079
https://doi.org/10.1111/bjet.12833
https://doi.org/10.3102/0034654315581420
https://doi.org/10.1007/s10639-024-13140-w
https://listwr.com/EdR5tx
https://neuralslate.com/index.php/Journal-of-Responsible-AI/article/view/43
https://neuralslate.com/index.php/Journal-of-Responsible-AI/article/view/43
https://doi.org/10.1007/s11858-020-01186-2
https://doi.org/10.14324/LRE.19.1.05
https://doi.org/10.1016/j.caeai.2024.100202
https://ijee.org/assets/docs/12_gino.279153625.pdf
https://doi.org/10.35808/ersj/3876
https://doi.org/10.17275/per.22.85.9.4
https://www.revistaespacios.com/a19v40n09/19400917.html
https://doi.org/10.1016/j.techsoc.2024.102579
https://doi.org/10.4324/9781351252805-14
https://doi.org/10.1186/s41239-019-0171-0
https://doi.org/10.1186/s41239-023-00420-7

	Are they in or out? Exploring pre-service teachers’ knowledge, perceptions, and experiences regarding artificial intelligence (AI) in teaching and learning
	1 Introduction
	2 Statement of the problem
	3 Methodology
	3.1 Research design
	3.2 Research respondents and environment
	3.3 Research instrument
	3.4 Limitations
	3.5 Data gathering procedure
	3.6 Data analysis

	4 Findings
	4.1 Perceptions of pre-service teachers on the use of AI
	4.2 Pre-service teachers’ knowledge of artificial intelligence
	4.3 Pre-service teachers’ perceptions and knowledge of the use of AI
	4.4 Emerging themes on the use of AI in teaching and learning
	4.4.1 Theme the role of AI in teaching and learning
	4.4.2 Theme challenges and ethical implications of AI use in education
	4.4.3 Theme: capacity training of teachers for AI integration
	4.4.4 Theme: the use of AI tools and critical thinking

	5 Discussion
	6 Conclusion

	References

