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This paper presents a DRAM-based processing-in-memory (PIM) architecture, called
CIDAN-XE. It contains a novel computing unit called the neuron processing element (NPE).
Each NPE can perform a variety of operations that include logical, arithmetic, relational, and
predicate operations on multi-bit operands. Furthermore, they can be reconfigured to
switch operations during run-time without increasing the overall latency or power of the
operation. Since NPEs consume a small area and can operate at very high frequencies,
they can be integrated inside the DRAM without disrupting its organization or timing
constraints. Simulation results on a set of operations such as AND, OR, XOR, addition,
multiplication, etc., show that CIDAN-XE achieves an average throughput improvement of
72X/5.4X and energy efficiency improvement of 244X/29X over CPU/GPU. To further
demonstrate the benefits of using CIDAN-XE, we implement several convolutional neural
networks and show that CIDAN-XE can improve upon the throughput and energy
efficiency over the latest PIM architectures.

Keywords: artificial neuron, processing in-memory, in-memory computing, DRAM, memory wall, energy efficient
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1 INTRODUCTION

The continuing exponential growth in the number of electronic systems that access the internet
combined with an increasing emphasis on data analytics is giving rise to applications that
continuously process terabytes of data. The latency and energy consumption of such data-
intensive or data-centric (Gokhale et al., 2008) applications is dominated by the movement of
the data between the processor and memory. In modern systems about 60% of the total energy is
consumed by the data movement over the limited bandwidth channel between the processor and
memory (Boroumand et al., 2018).

The recent growth of data-intensive applications is due to the proliferation of machine learning
techniques which are most often implemented using convolutional/deep neural networks (CNNs/
DNNs) (Angizi et al., 2019). CNNs/DNNs are large computation graphs with huge storage
requirements. For instance even an old neural network such as VGG-19 (Simonyan and
Zisserman, 2015) consists of 19 layers, has about 144 million parameters, and performs about
19.6 billion operations. Almost all of the neural networks used today are much larger than VGG-19
(Dai et al., 2021). These large computation graphs are evaluated in massive data centers that house
millions of high-performance servers with arrays of multi-core CPUs and GPUs. For instance, to
process one image using the VGG-19 network, a TITAN X GPU takes about 2.35 s, consumes about
5 Joules of energy, and operates at about 228W of power (Li et al., 2016). Other data-intensive
applications include large scale encryption/decryption programs (Myers, 1999), large-scale graph
processing (Angizi and Fan, 2019a), bio-informatics (Huangfu et al., 2019), to name just a few. Each
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transaction over the memory channel consumes about three
orders magnitude greater energy than executing a floating-
point operation on the processor and requires almost two
orders of magnitude greater latency than accessing the on-chip
cache (Dally, 2015). Thus the present approach to executing data-
intensive applications using CPUs and GPUs is fast becoming
unsustainable, both in terms of their limited performance and
high energy consumption.

One approach to circumvent the processor-memory
bottleneck is known as processing-in-memory (PIM). The
dominant choice of memory in PIM is DRAM due to its large
capacity (tens to hundreds of gigabytes) and the high degree of
parallelism it offers because a single DRAM command can
operate on an entire row containing kilobytes of data. The
main idea in PIM is to perform computations within the
DRAM directly without involving the CPU. Only the control
signals are exchanged between the processor and the off-chip
memory indicating the start and the end of the operation. This
leads to a great reduction in data movement and can lead to
orders of magnitude improvement in both throughput and
energy efficiency as compared to traditional processors. For
instance, the PIM architectures such as ReDRAM (Angizi and
Fan, 2019b) are about 49X faster and consume about 21X less
energy as compared to a processor with GPUs for graph analysis
applications. Similarly, SIMDRAM (Hajinazar et al., 2021) is
about 88X/5.8X faster and 257X/31X more energy efficient than a
CPU/GPU for a set of 16 basic operations.

For the widespread adoption of the PIM using the DRAM
platform, there must be minimum disruption to the memory
array structure and the access protocol of DRAM. Being an
extremely cost-sensitive market, DRAM fabrication processes
are highly optimized to produce dense memories. The DRAM
design and optimization requires very high levels of expertise in
process technology, device physics, custom IC layout, and analog
and digital design. Consequently, a PIM architecture that is non-
intrusive—meaning that it does not interfere with the DRAM
array or its timing—is paramount.

This paper describes, CIDAN-XE, a new PIM architecture that
embeds new compute elements, which are referred to as neuron
processing elements (NPE). The NPEs are embedded in the
DRAM chip but reside outside the DRAM array. CIDAN-XE
increases the computation capability of the memory without
sacrificing its area, changing its access protocol, or violating
any timing constraints. Each NPE consists of a small
collection of artificial neurons (a.k.a. threshold logic gates
(Muroga, 1971)) enhanced with local registers. The
implementation of an artificial neuron is a mixed-signal circuit
that computes a set of threshold functions of its inputs. The
specific threshold function is selected on each cycle by enabling/
disabling a subset of the inputs associated with the artificial
neuron by control bits. This results in a negligible overhead
for providing reconfigurability. In addition to the threshold
functions, an NPE realizes some non-threshold functions by a
sequence of artificial neuron evaluations. Furthermore, artificial
neurons consume substantially less energy and are significantly
smaller than their CMOS equivalent implementations (Wagle
et al., 2019). Due to the inherent advantages of NPE in

reconfigurability, its small area footprint, and low energy
consumption, CIDAN-XE platform in this paper is shown to
achieve high throughput and energy efficiency for several
operations and CNN architectures.

The main contributions of the paper are listed below:

• This paper presents a novel integration of an artificial
neuron processing element in a DRAM architecture to
perform logic operations, arithmetic operations, relational
operations, predication, and a few other complex operations
under the timing and area constraints of the DRAM
modules.

• The proposed design can process data with different
element sizes (1-bit, 2-bits, 4-bits, 8-bits, 16-bits, and 32-
bits) which are used in popular programming languages.
This processing is enabled by using operand decomposition
computing and scheduling algorithms for the NPE.

• A case study on CNN algorithm with optimized data-
mapping on DRAM banks for improved throughput and
energy efficiency under the limitations of existing
DRAM access protocols and timing constraints is
presented.

This paper is organized as follows. Section 2 lays down the
background of DRAM organization, operations, and its timing
constraints. Prior processing in-memory architectures are also
explained in Section 2. Section 3 describes in detail the
architecture of the neuron processing element (NPE) and its
operations. Section 4 illustrates the top-level design of the
architecture and its parallel operation under DRAM timing
constraints. Section 5 presents the mapping and the
implementation of CNN on CIDAN-XE. The experimental
results and comparison with the commercial architectures and
prior PIM architectures are presented in Section 6 and Section 7
concludes the paper.

Note: A preliminary version of this paper appeared in (Singh
et al., 2021). The work reported herein extends (Singh et al., 2021)
in several significant ways. First, the processing element used in
the preliminary work could perform a very limited set of
functions, i.e. only bit-serial addition, comparison, and basic
logic operations since its structure only contained a single
neuron. However, the proposed processing element now
supports larger and more complex functions such as
accumulation, adder-tree, comparison, ReLU, etc. due to the
presence of more neurons and the addition of local registers.
While the preliminary work could only support bit-vector
calculations, the proposed work supports more complex
workloads such as CNNs.

2 BACKGROUND

2.1 DRAM: Architecture, Operation and
Timing Parameters
This subsection includes a description of the architecture,
operation, and timing specifications of a DRAM. For in-
memory computation, these specifications are needed to
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ensure that the area and timing of the original DRAM
architecture are preserved when computation is integrated.

The conventional organization of DRAM is shown in
Figure 1A. This organization consists of several levels of
hierarchy. The lowest level of the hierarchy, which forms the
building block of DRAM, is called a bank. A bank contains a 2D
array of memory cells, a row of sense amplifiers, a row decoder,
and a column decoder. A collection of banks is contained in a
DRAM chip. Memory banks in a chip share the I/O ports and an
output buffer, and hence, only one bank per chip can be accessed
to read or write using a shared memory bus at a given time.
DRAM chips are arranged on a circuit board module calledDual-
in-line memory module (DIMM). A DIMM has DRAM chips
arranged on its two sides (front and back). Each side is called a
rank and is connected to a chip select signal. The ranks use the
memory channel in a lockstep manner but they are independent
and can operate in parallel. When data needs to be fetched from
the DRAM, the CPU communicates with the DRAM over a
memory channel with a data bus that is generally 64 bits wide.
Multiple DIMMs can share a memory channel. Hence, a
multiplexer is used to select the DIMM to provide data to the
CPU. One rank of the DIMM provides data to fill the entire data
bus. Note that all the DRAM chips in a rank operate
simultaneously while reading or writing data. The memory
hierarchy presented above is meant to activate several parts of
the DRAM in parallel and fetch large chunks of data
simultaneously from multiple banks in a single cycle. By

extension, in-memory architectures use this hierarchy to
perform operations on large segments of data in parallel.

A DRAM memory controller controls the data transfers
between the DRAM and the CPU. Therefore, almost all the
currently available in-memory architectures (Li et al., 2017;
Seshadri et al., 2017; Deng et al., 2018; Angizi and Fan, 2019b;
Hajinazar et al., 2021) modify the technique used to access the
data and extend the functionality of the memory controller to
perform the logic operations. The controller issues a sequence of
three commands to the DRAM: Activate (ACT), Read/Write (R/
W), and precharge (PRE), along with the memory address. The
ACT command copies a row of data into the sense amplifiers
through the corresponding bitlines. Here, the array of sense
amplifiers is called a row buffer as it holds the data until
another row is activated in the bank. The READ/WRITE
command reads/writes a subset of row buffer to/from the data
bus by using a column decoder. After the data is read or
written, the PRE command charges the bitlines to its resting
voltage VDD

2 , so that the memory bank is ready for the next
operation. After issuing a command, the DRAM controller
has to wait for an adequate amount of time before it can issue
the next command. Such restrictions imposed on the timing
of issuing commands are known as timing constraints. Some
of the key timing parameters (Jacob et al., 2008) are listed in
Figure 1B.

Due to the power budget, traditional DRAM architectures
allow only four banks in a DRAM chip to stay activated
simultaneously within a time frame of tFAW. The DRAM
controller can issue two consecutive ACT commands to
different banks separated by a time period of tRRD. As a
reference, a 1 Gb DDR3-1600 RAM has tRRD = 7.5ns and
tFAW = 30 ns (Chandrasekar et al., 2021). In Section 4 the
impact of these timing parameters on the delay in executing
logic functions will be shown for the proposed processing-
in-memory (PIM) architecture.

2.2 Processing in Memory
PIM architectures are classified into two categories: mixed-signal
PIM (mPIM) and digital PIM (dPIM) architectures. The dPIM
architectures can be further classified as internal PIM (iPIM) and
external PIM (ePIM). The differences between these architectures
are described as follows.

The mPIM architectures use memory crossbar-arrays to
perform matrix-vector multiplication (MVM) and
accumulation in the analog domain. These architectures then
convert the result into a digital value using an analog to digital
converter (ADC). Thus mPIM architectures approximate the
result, and accuracy depends on the precision of the ADC. A
few representative works of mPIM are (Chi et al., 2016; Guo et al.,
2017; Yin et al., 2020). mPIM architectures are based on either
SRAMs or non-volatile memories. They are exclusively used for
machine learning applications to perform multiply and
accumulate (MAC) operations.

In contrast to the mPIM architecture, iPIM architectures (Li
et al., 2017; Seshadri et al., 2017; Deng et al., 2018; Angizi and Fan,
2019b; Xin et al., 2020; Hajinazar et al., 2021) modify the structure
of the DRAM cell, the row decoding logic and sense amplifiers in

FIGURE 1 | (A) Top-level DRAM architecture and (B) Important Timing
Constraints of DRAM.
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such a way that each cell can perform a one-bit or two-bit logic
operation. Thus, primitive logic operations can be carried out on
an entire row (8 KB) in parallel. Logic operations on multi-bit
operands are performed in a bit-serial manner (Judd et al., 2016;
Ali et al., 2020), which results in lower throughput for large bit-
width operands, e.g., multiplication. These architectures generally
achieve high energy efficiency on bit-wise operations as they
operate directly on memory rows and process entire rows in
parallel.

The ePIM architectures embed digital logic outside the DRAM
memory array, but on the same die. These architectures work on
the subset of the memory row and hence process fewer elements
in parallel. The logic gates used in ePIM architectures are
designed for multi-bit elements and implement a limited
number of operations. Hence, they act as hardware
accelerators with high throughput for specific applications.
Recently, the DRAM makers SK-Hynix (He et al., 2020) and
Samsung (Kwon et al., 2021) introduced 16-bit floating-point
processing units inside the DRAM. ePIM architectures have a
high area overhead and have to reduce the size of memory arrays
to accommodate the added digital logic.

For accelerating, multiplication, and other non-linear
functions at higher bit-widths of 8 and 16 bits, certain look-up
table architectures have also been proposed recently (Deng et al.,
2019; Ferreira et al., 2021; Sutradhar et al., 2022). These
architectures store small lookup tables in DRAM for
implementing complex exponential and non-linear functions
in a single clock cycle.

Though the existing PIM architectures can deliver much
higher throughput as compared to the traditional CPU/GPU
architectures (Angizi and Fan, 2019b), their disadvantages
include loss of precision (mPIM architectures), low energy
efficiency and high area overhead (ePIM architectures), and
low throughput on complex operations (iPIM
architectures).

2.3 Prior Work on Logic Operations (iPIM)
and Arithmetic Operations (ePIM) in DRAM
Currently available iPIM architectures such as AMBIT (Seshadri
et al., 2017), ReDRAM (Angizi and Fan, 2019b), DRISA (Li et al.,
2017), DrAcc (Deng et al., 2018) and SIMDRAM (Hajinazar et al.,
2021 extend the operations of a standard DRAM to perform logic
operations.

A representative diagram of AMBIT operation on three rows is
shown in Figure 2A. In a normal DRAM operation, only one of
the rows is activated and only one storage capacitor goes into the
charge sharing phase with the corresponding bitline (precharged
to VDD

2 ). At the end of the charge sharing phase both the bitline
and the storage capacitor, reach an equilibrium state of equal
voltage which may be greater (stored value 1) or smaller (stored
value 0) than the precharged bitline (BL) voltage. The deviation in
the voltage of the bitline at the end of the charge sharing phase is
detected and converted to a digital value by the sense amplifier. In
AMBIT, the same activation operation is carried out on three
rows simultaneously and is known as triple row activation (TRA)
operation. Hence, in this case, three capacitors enter the charge
sharing phase with the precharged bitline. With TRA a majority
operation of the stored charge in three capacitors accessed by
WLA,WLB andWLC lines can be performed. The deviation on the
BL voltage based on the charge sharing principle at the end of
TRA is given by the Eq. 1 (Seshadri et al., 2017):

δ � (2k − 3)CC

6Cc + 2Cb
VDD, (1)

where δ is bitline deviation, Cc is the cell capacitance, Cb is the
bitline capacitance, and k is the number of cells in fully charge
state. For k = 2, 3, δ will be positive and the sense amplifier
evaluates to 1, otherwise δ will be negative and the sense amplifier
evaluates to 0. In this way, TRA performs a majority operation on
three inputs. Since the rows remain connected to the BL, the

FIGURE 2 | Prior work (iPIM). Hardware architecture of (A) AMBIT (Seshadri et al., 2017) and (B) ReDRAM (Angizi and Fan, 2019b)
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original data in the capacitors is lost and overwritten by the result
value on BL.

In the case of ReDRAM, two rows are activated (double row
activation (DRA)) simultaneously and they undergo the same
charge sharing phase with the BL as in the case of AMBIT. To
prevent the loss of original data at the end of TRA or DRA, both
AMBIT and ReDRAM reserve some rows (referred to as compute
rows) in the memory array to exclusively perform a logic
operation. Hence, for every operation, the operands are copied
from the source rows to the compute rows by using the copying
operation described in (Seshadri et al., 2013). A copy operation is
carried out by a command sequence of ACT → ACT → PRE
which takes 82.5ns in 1 Gb DDR3-1600 (Chandrasekar et al.,
2021). In AMBIT, all the 2-input operations such as AND, OR
etc. are represented using a 3-input majority function.

ReDRAM improves upon the work by AMBIT by reducing the
number of rows that need to be activated simultaneously to two.
After the charge sharing phase between two rows, a modified
sense amplifier is used to perform the logic operation and write
back the result. The modified sense amplifier has inverters with
different threshold voltages (switching voltages) to perform the
logic operations as shown in Figure 2B. Each inverter enables the
computation of a different logic function. A multiplexer is used to
choose between one of the logic functions.

ReDRAM, AMBIT, and the related designs DRISA, DrAcc and
SIMDRAM, have a complete set of basic functions and can
exploit full internal bank data width with a minimum area
overhead. However, their shortcomings include:

• These designs rely on sharing charges between the storage
capacitors and bitlines for their operation. Due to the analog
nature of the operation, the reliability of the operation can
be effected under varying operating conditions.

• ReDRAM modifies the inverters in the sense amplifier to
shift their switching points using transistors of varying
threshold voltage at the design time. Hence, such a
structure is also vulnerable to process variations.

• All these designs overwrite the source operands, because of
which rows need to be copied before performing the logic
operations. Such an operation reduces the overall
throughput that can be achieved when performing the
logic operations on bulk data.

Existing iPIM architectures perform bitwise operations which
result in a significant latency and energy consumption for multi-
bit (4-bits, 8-bits, 16-bits, etc.) operands. Hence, their throughput
and energy benefits show a decreasing trend for higher bit
precision. To overcome this shortcoming, the architectures
with custom logic (large multipliers and accumulators) He
et al., 2020), programmable computing units (Kwon et al.,
2021), and LUT-based designs LAcc (Deng et al., 2019),
pPIM (Sutradhar et al., 2022), pLUTo (Ferreira et al., 2021)
have been proposed. These architectures embed external
logic to the DRAM outside the memory array, hence,
referred to as ePIM architectures. Such architectures are
amenable to specific applications and act as hardware
accelerators for them. The ePIM architectures have a

huge area overhead and consequently sacrifice the DRAM
storage capacity.

CIDAN-XE is designed to overcome the shortcomings of the
discussed literature and provide flexibility to perform data-
intensive applications with multi-bit operands. A comparison
of CIDAN-XE with iPIM and ePIM architectures is shown in
Table 1.

Key Advantages of CIDAN-XE: The proposed platform,
CIDAN-XE, improves the existing iPIM and ePIM
architectures in seven distinct ways.

1. Neither the memory bank nor its access protocol is modified.
2. There is no need for special sense amplifiers for its operation.
3. The NPEs are DRAM fabrication process compatible and have

a small area footprint.
4. There is no reduction in DRAM capacity.
5. CIDAN-XE adheres to the existing DRAM constraint of

having a maximum of four active banks.
6. The NPEs connected to the DRAM do not rely on charge

sharing over multiple rows and are essentially static logic
circuits.

7. The NPEs are reconfigured at run-time using control bits to
realize different functions and the cost of reconfiguration is
negligible as compared to the LUT-based designs.

Further details are discussed in Section 3.

2.4 Threshold Logic Function and Artificial
Neurons
A Boolean function f(x1, x2, . . ., xn) is called a threshold function
if there exist weights wi for i = 1, 2, . . ., n and a threshold T1 such
that

f(x1, x2,/xn) � 1 5 ∑
n

i�1
wixi ≥T, (2)

where ∑ denotes the arithmetic sum. Thus a threshold function
can be represented as (W, T) = [w1, w2, . . ., wn; T]. An example of
a threshold function is f(a, b, c, d) = ab ∨ ac ∨ ad ∨ bcd, with [w1,
w2,w3,w4; T] = [2, 1, 1, 1; 3]. An extensive body of work exploring
many theoretical and practical aspects of threshold logic can be
found in (Muroga, 1971). In the following, we will refer to a

TABLE 1 | Comparison of CIDAN-XE with iPIM and ePIM architectures.

CIDAN-XE iPIM ePIM

Operation Digital Analog Digital
Reliability High Low High
Area overhead Medium Low High
Parallelism High High Low
Application Specific No No Yes
Multi-bit precision performance High Low High

1W.L.O.G. the weights wi and threshold T can be integers (Muroga, 1971).
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threshold logic gate as an artificial neuron (AN) to avoid
confusion with the notion of a threshold voltage of a
transistor, which is also used in the design of the neuron.

Several implementations of ANs already exist in the literature
(Yang et al., 2014; Vrudhula et al., 2015; Kulkarni et al., 2016;
Wagle et al., 2019) and have been successfully integrated and
fabricated in ASICs (Yang et al., 2015). These gates evaluate Eq. 2
by directly comparing some electrical quantity such as charge,
voltage, or current. For this paper, a variant of the architecture
shown in (Wagle et al., 2019) is used, as it is the AN available at
the smallest technology node (40 nm).

Figure 3 shows the circuit diagram of the AN. It consists of
four components: left and right input network (LIN and RIN
respectively), a sense amplifier, and a latch. When the clock signal
is 0,N5 and N6 rise to 1 through transistor M15. This resets the
sense amplifier through transistorsM1 andM4 (N1 =N2 = 1). For
evaluation, appropriate input signals are provided to inputs xl1 to
xln and xr1 to xrn, which in turn allow current to pass through the
branches of LIN and RIN respectively. The current passing
through the branches is proportional to the width of the
transistors and threshold voltage of the flash transistors VL1 to
VLn and VR1 to VRn, which in turn serve as a proxy for the weights
of the threshold function. Additional enable signals enl1 to enln
and enr1 to enrn have been incorporated to select branches
corresponding to the inputs that are being evaluated. During
an evaluation phase, both the LIN and RIN dischargeN5 andN6.
Without the loss of generality, assuming N5 discharges faster
thanN6, M7 turns on before M8, which enables the discharge of
N1 faster than N2. N1 shuts off the transistor M6 and chokes the
discharge path of N2. In the end, N1 is at 0 and N2 is at 1. The SR
latch uses the differential output of the sense amplifier and
evaluates to 1. Since the sense amplifier compares the
conductivity of LIN and RIN, it serves as a proxy for the
inequality shown in Eq. 2. LIN represents the left side of the
equation and RIN represents the right side. Ensuring that the
inputs to LIN and RIN are applied at a clock edge turns the circuit
into a multi-input, edge-triggered flipflop, that computes the

Boolean threshold function. Note that transistors M9 and M10
are added to prevent the N5 and N6 from any potential floating
condition in case, all the branches are turned off.

3 NEURON PROCESSING ELEMENT

The processing element used in this paper is based on the design
described in (Wagle et al., 2020). It is used to operate on multi-bit
data and is referred to as Neuron Processing Element (NPE) in
this paper. The architecture of NPE is shown in Figure 4A. An
NPE consists of K (=4) fully connected ANs, denoted by Nk,
where k is the index of the neuron. Each AN has a 16-bit local
register. The neurons communicate with each other using
multiplexers. Each Nk has I (=4) inputs, denoted as xi,k, where
i is the index of the input of AN k. The output of AN k at time t is
denoted as qk,t. These ANs implement the threshold function [2,
1, 1, 1; T] such that T can take values [1, 2, 3]. The threshold value
(T) is assigned during run time using digital control signals. An
NPE can perform bitwise logical operations such as (N)AND, (N)
OR, NOT, and 3-input majority in a single clock cycle using a
single neuron inside it. It is to be noted that, since each neuron in
the NPE can process NOT and majority function, CIDAN-XE
can support all the functions as described in (Hajinazar et al.,
2021) by using majority inverter graph conversion. An NPE can
also process 4-bit operands in parallel as it consists of four ANs.
Single or multi-bit addition, comparison, pooling, and ReLU
operation can be scheduled on the NPE as described in
(Wagle et al., 2020). (Wagle et al., 2020) used the NPE to
implement binary neural networks (BNNs) with activation and
weights being single bit values. In this paper, the NPE is extended
to enable multi-bit neural network operations such as
multiplication, accumulation, pooling, and various activation
functions.

3.1 Basic Logic Operation on AN
ANs in the NPE implement the threshold function [2, 1, 1, 1; T]
which can be reconfigured to perform logic operations on binary
operands just by enabling or disabling the required inputs
and choosing the appropriate threshold value (T). AN acts as
a reconfigurable static gate where the cost of reconfiguration
is just the choice of the appropriate inputs and the selection of
the threshold value (T). This low reconfiguration cost of the
basic elements of the NPE enables the reduction in the overall
area and power cost of the processing element. Consider the
AN structure as shown in Figure 4C. The binary inputs are a,
b, c, and d and the output is y. Table 2 shows the enabled
inputs and the threshold values for different bitwise
operations on a single AN. 1 bit-addition using XOR and
majority operation scheduled on two ANs as shown in the
section 3.2.

3.2 Multi-Bit Addition and Accumulation
Operation
Two m-bit numbers X = xm−1, xm−2, . . .x1, x0 and Y = ym−1, ym−2,
. . .y1, y0 can be added by mapping a chain of neuron-based ripple

FIGURE 3 | Artificial Neuron (AN) Architecture.
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carry adders on the NPE. The final sum S = X + Y = {Cm−1, Sm−1,
Sm−2, . . .S1, S0} is generated as follows:

Cycles indexed 0 to m-1 are used to generate the carry bits by
mapping the compute of carry function to the third AN of the
NPE. Here, the carry function is the majority operation of two
input bits xi, yi and the previous carry Ci−1:

Ct � q3,t+1 � {xt + yt + q3,t ≥ 2} (3)
Cycles indexed 1 to m are used to generate the sum bits, by

mapping the compute of sum function to the second AN of
the NPE:

St−1 � q2,t+1 � {xt−1 + yt−1 + q3,t−1 − 2q3,t ≥ 1} (4)
Note that q3,t−1 is supplied to the sum function at time t by

using AN 4 as a buffer.
The above mapping is illustrated in Figure 5A. The bits

corresponding to X and Y are fetched from the DRAM in one
cycle and are stored in the local registers. ANs 1 and 2 then fetch
the required bits from the local registers on a cycle-by-cycle basis
to do the evaluation. Note that unused inputs of the ANs are
connected to 0.

An accumulation operation of size M is treated as repeated
addition of anm-bit number with the accumulatedM bit number.
NPE supports a maximum of 32-bit accumulation operation. An
accumulation schedule on NPE is shown in Figure 5B.

2.3 Multi-Bit Comparison and ReLU
Two m-bit numbers X = xm−1, xm−2, . . .x1, x0 and Y = ym−1, ym−2,
. . .y1, y0 can be compared (X > Y) in m cycles on the NPE as
follows:

q1,t+1 � {xt − yt + q1,t ≥ 1} (5)

FIGURE 4 | (A) Architecture of the Neuron Processing Element (NPE), (B) Artificial neuron (AN) structure and routing infrastructure around it and (C) A single AN
used in the NPE.

TABLE 2 | Inputs and Threshold selection for various bitwise operation on a single
AN. IP1, IP2 and IP3 are input operand bits.

Operation a b c d T

NOT (a) IP1 0 0 0 1
AND (a,b) IP1 IP2 0 0 2
OR (a,b) IP1 IP2 0 0 1
MAJ (a,b,c) IP1 IP2 IP3 0 2
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The result of X > Y is q1,m. Intuitively, in each cycle, the AN
overrides the comparison result that was generated by all the
previous lower significance bits if the value of a higher
significance bit of X is greater than the value of the respective
higher significance bit of Y. As an example, the schedule of 4-bit
comparison is shown in Figure 5C.

The ReLU operation, commonly used in neural networks is an
extension of the comparison operation. It involves the
comparison of an operand against a fixed value. The output of
ReLU is the operand itself if it is greater than the fixed value, else
the output is 0. This is realized by performing an AND operation
of the result of the comparison with the input operand.

3.4 Multi-Bit Multiplication
An NPE acts as a primitive unit for 4-bit multiplication. A
multiplication operation is broken into a series bitwise AND
and addition operations scheduled on NPE. A schedule of 4-bit
multiplication of two operands X = {x3,x2,x1,x0} and Y =
{y3,y2,y1,y0} on NPE is shown in the Figure 6A. The

multiplication is completed in four steps. Firstly, the partial
products P0, P1, P2, P3 are obtained but using four bitwise
AND operations on all the ANs in parallel. This step is
completed in four cycles. Next, the addition of P0 and 1-bit
shifted version of P1 (Sum1) is calculated in 5 clock cycles using
the multi-bit addition schedule as shown in the section 3.2. The
result Sum1 is stored in the AN N3. Similarly, in the next step
addition of P2 and 1-bit shifted version of P3 are added in 5 cycles
again with the result (Sum2) stored in the AN N2. In the last step,
Sum1 and Sum2 stored in the ANs, N2 and N3 are added in 7
clock cycles as the Sum2 is shifted by 2 bits before addition. The
final result of the multiplication (Sum3) is stored in the ANN1. In
total, it takes 21 clock cycles to perform a 4-bit multiplication in a
single NPE.

For 8 bit operands, the multiplication is broken into smaller
multiplication operations that use 4-bit operands, and a final
addition schedule is used as shown in Figure 6B. The operands X
and Y are decomposed into 4 bit segments as XH, XL, and YH, YL,
where the subscripts L and H represent the lower and the upper

FIGURE 5 | (A) 4 bit Addition operation schedule on NPE, (B) m-bit Accumulation operation schedule on NPE and (C) Comparison schedule on NPE.

FIGURE 6 | (A) 4 bit Multiplication operation schedule on NPE and (B)Multiplication schedule using partial products of decomposed operands. In 4(A) The ANs are
labeled with the final result stored in them. Computations however, involve all the four ANs.
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4 bits of the 8-bit operand. The partial products of the 4 bit
segments is represented as: V0 = XL*YL, V1 = XH*YL, V2 = XL*YH,
V3 = XH*YH and executed as 4 bit multiplications on the NPE.
After the partial products are obtained, a series of addition
operations are carried out as shown in Figure 6B to obtain
the final 16 bit result A. For operands of bit width 16 and 32,
multiplication can be carried out by recursively breaking up the
operands into 4-bit segments and scheduling the operation on
the NPE.

3.5 Maxpooling and Average Pooling
The max-pooling operation finds the maximum number in a set
defined by the max-pooling window of a neural network. Max-
pooling operation is carried out by a series of comparisons,
bitwise AND and bitwise OR operation. For illustration, let a
max-pooling operation be applied to four n-bit numbers A, B, C,
and D. In this case, the pooling window is 2 × 2. The max-pooling
operations are illustrated in Figure 7. Bits x, y, and z are binary
results of the comparison of different inputs. The result of the

max operation after the comparison is obtained using bitwise
AND and OR operation of inputs with the comparison result bit
as shown the Figure 7. The max-pooling operation involves m-1
comparison operations for a set of m numbers.

Average pooling is supported for limited pooling windows
which have a size in powers of 2, eg., 2 × 2, 4 × 4, 8 × 8, etc. All the
numbers in the set are added and then the right shift operation is
used to realize division.

4 TOP-LEVEL ARCHITECTURE

Figure 8A shows the logical organization of banks in a DRAM. A
group of banks shares the local I/O gating which consists of
column multiplexers and write drivers, and therefore only the
bank can be accessed for reading or writing by an external
compute unit. However, it is possible to activate multiple
banks within a group such that the data of a row can be
latched to the local bitline sense amplifiers (BLSA). The
number of banks that can be simultaneously activated is
constrained by the power budget of the DRAM chip. This
power constraint is enforced by the timing parameter tFAW,
which defines the time frame within which a maximum of
four banks can be activated. Hence, within tFAW data from
four different banks can be latched into the BLSA and
potentially can be used to perform operations. In CIDAN-XE,
the NPEs are placed between the BLSA and the local I/O gating to
directly connect to the BLSA output as shown in Figure 8B.

An NPE is connected to four BLSA outputs. Hence, if a row
buffer has N bits, there are N/4 NPEs connected to the bank. As
CIDAN-XE works on four banks in parallel, there are a total of N
NPEs in the DRAM. If there are more than four banks in the
DRAM, for example, 8 or 16, the NPEs are shared among all the
banks using multiplexers but the number of NPEs stays constant
to utilize only four banks in parallel. An NPE-array works on the
operands derived from the same bank using sequential row
activation commands. All the NPEs perform the same
operation and share the control signals generated by an
external controller. Once the operands are obtained in the
NPEs, all the active banks can be precharged together. The

FIGURE 7 | Maxpooling operation on pooling window of 2 × 2.

FIGURE 8 | (A) DRAM bank organization and (B) Integration of the NPE with a DRAM bank.
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latency of precharging the banks is overlapped with the compute
latency of NPEs. An NPE can write the results back to the same
bank by driving all the bitlines connected to it through BLSA. To
write data to another bank, a local shared buffer among different
banks is used. Writing an entire row-wide data to another bank is
a slower operation than writing back to the bank itself because of
the limited capacity of the shared buffer. There are eight rows
reserved per bank to write the output data generated from the
NPE-array.

4.1 System Level Integration of CIDAN-XE
CIDAN-XE is used as a memory and as an external accelerator
that is interfaced with the CPU. The design of CIDAN-XE
includes the addition of some special instructions to the CPU’s
instruction set that specifies the data and the operation to be
carried out in the CIDAN-XE. There are unused opcodes in the
CPU instruction set which can be re-purposed to define the
instructions for CIDAN-XE. A block diagram representing
system-level integration of CIDAN-XE is shown in Figure 9A.
An application is modified to include the CIDAN-XE instructions
to replace the code which can be executed on the CIDAN-XE
platform in parallel. Whenever the CPU identifies CIDAN-XE-
specific instruction in the application, it passes it to the CIDAN-
XE controller—a state machine that decodes the instruction and
generates DRAM commands and control signals to implement
the specified operation by the instruction on CIDAN-XE. Extra
bits are added to the CPU-memory bus to accommodate the
control signals from the CIDAN-XE controller.

CIDAN-XE tries to utilize a maximum of four banks in
parallel, therefore, the operands are pre-arranged across the
banks for a row address before moving on to the next row.
For every operation, to transfer the operand to the NPEs, the

activation command for a row is generated sequentially separated
by tRRD time. The operand data is latched to local registers of the
NPE from the BLSA. The activation commands are followed by a
single precharge command which precharges all the active banks.
The same set of commands is issued to get more operands or
more bits of the operands if the operand bit width is greater than
four. After the operands are obtained, the NPE operates and then
writes back the data to the reserved rows for the output in the
same bank itself or to another bank using the shared internal
buffer. An operation sequence on a single bank of DRAM to
obtain two operands to the connected NPE, perform an
operation, and write back the result is shown in the Eq. 6.
The compute on NPE is selected using the control signals
from the CIDAN-XE controller. It should be noted that in the
operation of CIDAN-XE, no existing protocol or timing
constraints of the DRAM are violated even when operating
multiple banks in parallel. Therefore, no changes to the row
decoder or memory controller are required to facilitate
complex DRAM operations as done in the prior work (Li
et al., 2017; Seshadri et al., 2017; Deng et al., 2018; Hajinazar
et al., 2021).

ACT → PRE → ACT → PRE →
(Compute onNPE) → WR

(6)

5 CASE STUDY: CONVOLUTION NEURAL
NETWORKS INFERENCE

In this section, we take convolutional neural network inference to
exemplify the use of the CIDAN-XE platform for varying bit-

FIGURE 9 | (A) System-level Integration of DRAM and (B) Activation commands to different banks within four bank activation window.
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precision workloads and obtaining high throughput and energy
efficiency. We show the data mapping for CNN applications to
achieve maximum throughput. It should be, however, noted that
CIDAN-XE platform is not limited to the inference of CNNs.

The accuracy of CNN inference tasks varies with the bit-
precision (McKinstry et al., 2019; Sun et al., 2020). The accuracy is
highest for floating-point representation and decreases as the bit
precision is lowered to a fixed-point representation of 8, 4, 2 bits,
and in the extreme case to 1 bit. The CNN with 1-bit precision of
inputs and weights are called Binary Neural Networks (BNN)
(Courbariaux and Bengio, 2016) and the networks with only
weights being restricted to binary values are called Binary
Weighted Networks (BWNs) (Courbariaux et al., 2015). In
BWNs the inputs may have bit-precision of 4-bits, 8-bits, or
16-bits. The lower precision networks substantially reduce the
memory requirements and computational load for the hardware
implementation and are suitable for a resource-constrained
implementation. Hence, there exists a trade-off between the
accuracy and the available hardware resources while selecting
the bit-precision of CNNs. It will be shown in Section 6 that
CIDAN-XE implements various fixed precision networks,
achieving a higher throughput and energy efficiency over the
prior work.

5.1 Data Mapping of CNNs Onto DRAM
A CNN mostly consists of three types of layers: the convolution
layer, the pooling layer, and the fully connected layer. A
convolution layer operation is depicted in the Figure 10A. In
this operation, an input of dimension I*I*C is convolved with
different kernels of size K*K*C to produce an output feature map
of size F*F. If there are M kernels, M output feature maps are
produced.

To compute one output feature (OF) a K*K*C kernel is
convolved with a section of the image of the same dimensions.
As all the NPEs are connected to different bitlines, they can work
independently on the data residing in different rows connected to
the same set of bitlines. Hence, each NPE can produce one output
feature. Since all NPEs work in parallel, they can be fully utilized
to produce several output features in parallel in the same number
of cycles for a given layer. Therefore, the required input and
kernel pixels are arranged vertically in the columns connected to
an NPE. The input pixels and kernel pixels are replicated along
the columns of a bank to support the parallel operation of all the
NPEs to generate output feature maps. Figure 10B shows data
mapping along with vertical columns in banks, where columns
act as a Single Instruction Multiple Data (SIMD) lane connected
to an NPE.

FIGURE 10 | (A) Convolution Operations with its important parameters and (B) Data mapping into DRAM banks for the Convolution layer.
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The pooling and the fully connected layers can be converted to
the convolution layer using the parameters I, C, K, F, M. The
input is mapped to DRAM banks such that an output value can be
produced by a single PE over multiple cycles and the maximum
NPEs can be used in parallel. A data mapping algorithm is
designed to achieve mapping to use the maximum number of
NPEs in parallel and achieve the maximum possible throughput.
The data mapping algorithm tries to avoid any movement of data
from one NPE to another in a single bank as shifting of data
through shared internal buffer using CPU instructions is
expensive in terms of latency and energy.

6 EXPERIMENTAL RESULTS

6.1 Evaluation of Processing in DRAM
Architectures
Most PIM architectures include modification to the DRAM
address decoding circuits, analog operation of the memory
array, or the addition of extra logic circuits to the DRAM. To
evaluate such changes, first, the circuit level simulations and
characterization of the building blocks of extensions/
modifications to DRAM using SPICE-like tools are carried
out. Using the circuit level characterization data, industry-
standard synthesis tools are used to design and evaluate the
entire DRAM modifications. These evaluations are carried out
at logic process technology whereas, the changes are proposed in
the DRAM technology. Hence, the area and performance
numbers from the synthesis tools are scaled to DRAM
technology using some prior established scaling factors. To
simulate the entire PIM architecture using an application, a
behavioral-level simulator is designed either independently or
with existing DRAM simulators to calculate energy and latency.

The proposed design CIDAN-XE follows the same established
evaluation methodology. The AN is designed in TSMC 40 nm LP
process technology. It was rigorously tested for functional
correctness and for robustness against process variations using
Monte-Carlo simulations in HSPICE (Wagle et al., 2019). The
neural processing elements (NPEs) are synthesized, placed, and
routed using Cadence Genus and Innovus tools. We used the
standard cell library of TSMC 40 nm LP technology and an in-
house characterized standard cell library of the AN. The area,
power, and energy numbers are extracted from the design tools
and scaled to the DRAM technology using the previous research
work (Yong-Bin and Chen, 1996). A behavioral level simulator is
developed in concert with an existing DRAM energy simulator
called DRAMPower (Chandrasekar et al., 2021) to simulate the
overall latency and the energy of various workloads on the PIM
platform. The workload description and the memory
specification are provided to this simulator as input.

6.2 Raw Performance and Energy Analysis
The proposed PIM platform CIDAN-XE can perform more basic
operations than the ones explained in the section 3. In this
section for raw throughput and energy analysis, we implement
fifteen basic operations. These operations chosen for evaluation
consists of a mix of functions from bitwise logic operations to

multiplication operation. The evaluation is done using a synthetic
workload with an operand size of 64 million elements with each
element size of 32 bits using the behavioral level simulator. The
memory specifications of the DDR4-2400 memory with the row
buffer size of 8 KB are used for the simulation.

CIDAN-XE is evaluated against a CPU (Intel Skylake, 16
cores, 4 GHz), GPU (NVIDIA Titan V, 5120 CUDA cores,
1.2 GHz) and some prior PIM architectures such as AMBIT:
1B and SIMDRAM:4B using the data from (Hajinazar et al.,
2021). Note, all the PIM architectures are evaluated on the same
memory specifications.

In SIMDRAM:4B, four banks are operated in parallel and
AMBIT:1B operates on a single bank. CIDAN-XE:4B operates on
four banks in parallel under the tFAW timing constraint.
Therefore, SIMDRAM:4B and CIDAN-XE:4B have equal
parallelism in their designs.

Figure 11A shows raw throughput comparison of CIDAN-XE
with the state-of-the-art PIM architectures, CPU, and GPU.
SIMDRAM:4B and CIDAN-XE:4B use four banks in parallel
and hence are equivalent designs for a comparison. CIDAN-XE:
4B on average over the fifteen reported functions has 6.3X higher
throughput than SIMDRAM:4B. Against the CPU/GPU,
CIDAN-XE:4B has a throughput improvement of the order of
72X/5.4X. To understand the reason for the higher throughput
that CIDAN-XE:4B achieves than AMBIT:1B, and SIMDRAM:
4B, it is necessary to look into the basic operation of these
architectures.

In the section 2.3, the majority function computation on three
rows in AMBIT is shown. The majority operation is carried out
using multi-cycle AAP/AP DRAM command primitives. In
SIMDRAM, a framework is developed to convert any desired
operation into an optimized majority/not implementation.
Thereafter, a micro-program is developed by converting the
majority/not graph to AAP/AP primitives for final execution
onto the DRAM. For example, a 1-bit addition on SIMDRAM
requires 7 AAP and 2 AP operations which takes hundreds of
cycles. On the other hand, a 1-bit addition operation in CIDAN-
XE:4B requires only to activate two rows followed by precharge to
get the operands, and only 2 cycles on NPE to perform 1-bit
addition.

Figure 11B shows the energy efficiency of the CIDAN-XE:4B
over the baseline CPU for the fifteen basic operations. CIDAN-
XE:4B achieves about 244X higher energy efficiency than CPU.
The SIMDRAM:4B design report about 257X higher energy
efficiency as compared to the baseline CPU. SIMDRAM
achieves high energy efficiency because of the involvement of
only memory rows for computation rather than having external
gates for computing. The CIDAN-XE manages to match the
energy efficiency of the SIMDRAMdesign despite having external
NPE for computing. CIDAN-XE requires a very small number of
compute cycles on NPE as compared to the total memory cycles
for computation in SIMDRAM, which reduces the proportion
of NPE in the total energy of CIDAN-XE and enables high
energy efficiency. With equivalent energy efficiency and
much higher throughput, CIDAN-XE is a more efficient
PIM platform as compared to the state-of-the-art PIM
architecture SIMDRAM.
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6.3 CNN Case Study Analysis
CIDAN-XE is evaluated over five different neural networks:
ALEXNET (Krizhevsky et al., 2012), RESNET-18, RESNET-50
(He et al., 2015), VGG-16, VGG-19 (Simonyan and Zisserman,
2015) for various bit-precision of inputs and weights. The input to
the network is an image of size 224 × 224 × 3 and the DRAM used
is DDR4-2400 with 4 Gb of capacity. The DRAM has 1 channel, 1
rank, 16 banks, with a row buffer of size 8 Kbits. CIDAN-XE uses
8192 NPEs for the CNN inference implementation.

6.3.1 Throughput and Energy Efficiency Analysis
The different evaluation modes based on the bit-precision of the
inputs and weights used in the CNNs implementation on
CIDAN-XE are shown in Table 3. Figure 12A shows the
throughput (Frames/s) by using a batch size of 1 on the
CIDAN-XE platform for different CNNs in all the evaluation
modes. The latency incurred for any operation on CIDAN-XE
can be divided into two parts: the latency of operands delivery to
NPE from the memory banks and the latency of computation on

the NPE itself. It is observed that the 8-bit mode has the lowest
throughput among all the evaluation modes and the 4-bit mode
has the highest throughput. This is because of two reasons based
on the analysis of the two latency components. First, the operands
are decomposed into 4 bits segments and stored in consecutive
rows sharing the same columns and the NPE. Hence, it requires
multiple sequential row activations on the same bank to read
operands into the NPE. Second, the NPE is designed as a 4-bit
compute primitive, hence, the computation for 4-bit mode is
optimized which leads to high throughput. The computation

FIGURE 11 | Throughput (A) and Energy Efficiency (B) comparison of CIDAN-XE with CPU, GPU and other PIM architectures.

TABLE 3 | Evaluation modes description of Neural Networks.

Evaluation mode Inputs (bits) Weights

8 bit 8 8 bits
16 bit BW 16 1 bit
8 bit TW 8 2 bit
4 bit 4 4 bits
8 bit BW 8 1 bit
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latency for the binary-weighted (BW) networks is also low as the
costly multiplication operation is reduced to AND operation and
the other operations are also simplified. Hence, the throughput is
high for binary-weighted (BW) evaluation modes as well.

The throughput is also proportional to the computational load
of the neural networks. ALEXNET with the least number of
operations has the highest throughput among all the evaluation
modes and the VGG-19 has the least throughput on account of
having themost number of operations. The throughput normalized by
area representing the area efficiency is shown in Figure 12B.

The energy efficiency represented as the Frames/joule or the
Throughput/Watt in the CNN inference application is dominated
by the energy of computation on the NPEs rather than the energy
consumption of the delivery of the operands to the NPE. This is
because the complex operations carried out on the NPE for CNN’s
takes multiple cycles and consequently consumemore energy. Hence,
it is observed that the binary-weighted evaluation mode has the
highest energy efficiency and the 8-bit mode has the lowest energy
efficiency. Figure 12C shows the energy efficiency of CIDAN-XE for
all evaluation modes for different neural networks.

6.3.2 Comparison With Other Architectures
In this section, a comparison of CIDAN-XE with other hardware
platforms and prior PIM architectures is discussed. The CNN

workload chosen for comparison is ALEXNET. The compared
designs include the state-of-the-art Von-Neumann machines
such as Intel Knights Landing (KNL) CPU Sodani, 2015) and
Nvidia Tesla P100 GPU (Awan et al., 2017); industry-standard
CNN accelerators such as Google Tensor Processing Unit (TPU)
(Sutradhar et al., 2022) and Intel Movidius Neural Compute Stick
(NCS) (Sutradhar et al., 2022); internal processing in memory (iPIM)
architectures such as Neural Cache, DRISA, DrACC, and a LUT-
based design Lacc. Neural Cache is based on SRAM cache
modifications, DRISA and DrAcc are based on logic operations
using memory arrays and custom logic, and Lacc is an LUT-based
PIM implemented on the DRAM platform. It should be noted that all
the prior PIM architectures are implemented using 28 nm or lower
process technology and CIDAN-XE is implemented in 40 nm
technology node. The results show CIDAN-XE’s improvements
over the prior PIM and other architectures without scaling and the
improvements are bound to increase if the performance and energy
efficiency of CIDAN-XE is scaled to 28 nm or lower technology node.

Figure 13A shows the throughput and Figure 13B shows the
energy efficiency of CIDAN-XE in different evaluation modes
versus the other architectures using the ALEXNET workload with
an input image size of 224 × 224 × 3. DRISA has the highest
throughput using the binary-weighted (BW) implementation of
ALEXNET. CIDAN-XE in the 8-bit BW mode has a comparable

FIGURE 12 | Throughput (A), Area-efficiency (B) and Energy efficiency (C) for CIDAN-XE, for CNN networks of varying bit-precision.
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throughput to DRISA with a 5.6X higher energy efficiency. DrAcc
operating in 8 bit ternary weight (TW) mode has the highest
energy efficiency among the prior PIM architectures which is
comparable to CIDAN-XE 8-bit TW mode. CIDAN-XE 8 bit
TW has about 1.2X higher throughput when DrAcc is operated
in its high throughput configuration. In this configuration, the
latency of DrAcc is 386.4 s, whereas, the latency of CIDAN-XE
8 bit TW is 9.7 ms which is three orders of magnitude less than
the DrAcc. In high-speed mode, DrAcc has a latency of 275 ms
which is still 28X more than the CIDAN-XE 8 bit TW while the
DrAcc’s throughput drops to 3.63 Frames/s. CIDAN-XE 8 bit
TW has a throughput of 102 Frames/s. Hence, CIDAN-XE is a
high throughput and highly energy-efficient architecture and
shows considerable improvements over the prior PIM
architectures.

6.3.3 Cost Analysis
An NPE consists of ANs in the form of standard cells (Wagle
et al., 2019) and some other standard cells from the TSMC 40 nm
LP library. The physical layout of the ANs uses only two metal
layers and all the other standard cells have a single metal layer.
Hence, the NPE is completely DRAM process technology
compatible which allows 3-4 metal layers in the design. The
area of each NPE is 1536 µm2. There are a total of 8192 NPEs used
in the DDR4-2400 memory with a row buffer size of 8 Kbits and a

total capacity of 4 Gbits. The total area overhead the design is
12.6 mm2at 40 nm technology node.

7 CONCLUSION

In this paper, we presented a novel artificial neuron-based
PIM architecture on a DRAM platform. Each processing
element, called neuron processing element (NPE), used in
this architecture, can perform arithmetic, logical, relational,
and a few other complex operations such as comparison,
ReLU, etc. We presented the inference task in the CNNs as a
case study to showcase the potential of the CIDAN-XE to
execute complex operations at various bit precision of its
inputs. CIDAN-XE improves upon the latest Von-Neumann
designs, industry-standard CNN accelerators, and other
PIM architectures in the throughput and energy efficiency
for an equivalent workload. Although only the CNN
application is demonstrated, the CIDAN-XE platform is
amenable to many other data-intensive applications given
the diversity of the operations that CIDAN-XE can perform
as shown in this paper. Improvements demonstrated in this
paper are attributed to the combined benefits that come
from using the local storage present in the NPE, alongside
the ability of the NPEs to be reconfigured to implement

FIGURE 13 | Throughput (A) and energy-efficiency (B) comparison of CIDAN-XE against the state of the art architectures when computing ALEXNET.
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various functions with very low reconfiguration cost. CIDAN-XE
platform in particular is suitable for application that operates on
large input vectors andmatrices such as encryption, graph analysis,
bioinformatics, etc.
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