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In this paper, we have investigated the influence of air-fountain injection to study the hydrogen diffusion behavior with the help of 3-Dimensional code, HYDRAGON. Three different turbulence models i. e., Standard k −, model, Re-Normalized Group k − m model and Realizable k − e model have been studied carefully and the comparison of simulated data with experimental data were performed. The effect of air-injection was examined using three different velocities i.e., 0.411, 2.803, and 5.143 m/s to evaluate the phenomena of stratification break-up. When we kept the velocity of the air-injection as low as 0.411 m/s, the simulated results obtained through these three turbulence models were very close to experimental data. As the velocity was set to 5.143 m/s, the simulated data captured the experimental data well. But, when the velocity of air-injection was kept 2.803 m/s, the two turbulence models i.e., SKE and RNG turbulence models gave satisfactory results. However, when we added the turbulent diffusivity coefficient to RNG and RLZ turbulence models in the HYDRAGON code, a minor influence was investigated in these simulation results.
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INTRODUCTION

Due to oxidation and core degradation, a large amount of hydrogen is generated and released into the reactor containment during a severe accidental scenario in the nuclear power plant (NPP). The density of air is 14 times higher than hydrogen, and the flammability range of hydrogen is much higher. These distinct properties show that hydrogen may disperse tremendously faster during accidental conditions, and detonation or deflagration may be initiated inevitably by the potential ignition source. This may threaten the integrity and safety system of the reactor containment. The possible risk related to hydrogen was initially observed during the accident which occurred in Three Mile Island (TMI) in 1979. This was the first well-known example where combustion of hydrogen took place, and where an enormous quantity of hydrogen was generated as a consequence of steam-zirconium interaction in the fuel cladding (Abdalla et al., 2014; Saeed et al., 2016, 2017a,b; Huanga et al., 2017). The hydrogen detonation in the Fukushima Dai-ichi Nuclear Power Plant (NPP) accident (2011) was another example which compelled scientists to explore the risk of hydrogen detonation during a severe accident. Both of these accidents indicate that modeling the gas behavior is an important subject of interest. To evaluate the combustion that would be detrimental to the reactor, hydrogen distribution must be modeled precisely to measure the initial conditions following combustion (Visser et al., 2012; Abdalla et al., 2015; Yang et al., 2017).

It is quite necessary to keep an eye on the hydrogen concentration during an accident scenario in the containment of an NPP to investigate the probable hydrogen risk and efficiency of the mitigation systems which are fixed in the containment of the NPP (Saeed et al., 2017a). In previous decades, scientists have developed two thermal-hydraulics approaches i.e., Lumped parameters (LP) and computational fluid dynamics (CFD) codes to simulate the related problems in the reactor core (Prabhudharwadkar et al., 2011; Xiao and Travis, 2013). In the beginning, LP codes such as MAAP and CONTAIN were used to predict the hydrogen safety behavior in the NPP (Kanzleiter and Fischer, 1994). For predicting the average hydrogen concentration in the containment, the LP method is more effective for predicting a longer duration of simulation because of its fast estimation for the hydrogen distribution. This method was more effective to investigate the average hydrogen concentration and it could not provide any estimation about the local distribution inside a compartment. Therefore, high-resolution CFD codes were presented for predicting the distribution of hydrogen at low spatial scales. The CFD largely has enhanced the precision, accuracy and analysis of the release of the hydrogen (Kanzleiter and Fischer, 1994; Heck et al., 1995; Bart et al., 2002; Visser et al., 2012).

Recently, 3D CFD codes such as ADREA-HF, CFD-ACE GOTHIC, REACFLOW, TONUS, CFX-5.7, GASFLOW, ROMs, and FLCAS etc. have been used for containment and industrial analyses. GOTHIC either deals with the LP computations or other systematic multidimensional assessment. Royl et al. (2000) used GASFLOW to predict the influence of combustion and hydrogen-steam distribution analysis in the konvoi-type NPP (Royl et al., 2000; Analytis, 2003; Grunloh and Manera, 2016). Houkema et al. (2008) performed a detail comparison between simulation results obtained from the LP code and commercial CFD code CFX and it was observed that a comprehensive three-dimensional analysis was necessary to get a local hydrogen distribution concentration (Houkema et al., 2008). A Russian type Water-Water-Energy-Reactor, VVER 440-213, was designed to perform simulations. Although these codes provided a certain degree of hydrogen mitigation, precise comparison of local hydrogen concentration was still unavailable (Kim et al., 2007).

The development of computational tools that precisely measure the hydrogen mixed gases inside the containment is still an unsolved issue. The precise measurement of the behavior of these gas species was a major concern for nuclear safety experts (Studer et al., 2012). Turbulence modeling is one of the important components to simulate gas mixing and transport equations. Different turbulence models (i.e., standard k − ε (hereafter SKE) turbulence model, re-normalization group k − ε (hereafter RNG) turbulence model, realizable k − ε (hereafter RLZ) turbulence model etc.) were used (Xiao and Travis, 2013; Zhang et al., 2015).

We studied the experimental work from Deri et al. (2010), and compared their experimental data with our simulation results obtained from HYDRAGON code (Abdalla, 2015; Saeed et al., 2016, 2017a,b; Zhang et al., 2017). For the current paper, the published data of the air-fountain case (air-fountain in the erosion of gaseous stratification) performed by Deri et al. was selected as a benchmark. To prevent the hydrogen risk combustion, helium was used during the experiment.

This work assesses the capability of the HYDRAGOON code to simulate the hydrogen distribution which is released during an accidental scenario in the containment of the NPP. In addition, this work is an important framework for assessment of hydrogen risk and risk reduction in the scenario of a severe accident at NPP. The major application of the HYDRAGON code is predicting the hydrogen behavior and multiple gas species inside the containment of NPP during a severe accident.



NUMERICAL METHODOLOGY

The 3D HYDRAGON code was used for numerical simulation in this manuscript. The next sections of our report introduce the governing equations, various k − ε turbulence models i.e., SKE, RNG, and RLZ turbulence models, facility description and the initial and boundary conditions, in sequence.


Governing Equations

The governing equations used in this article are the viva unsteady average Navier-Stokes equations having mass and momentum conservation equations with turbulence transport equations. It is important to mention that the Navier-Stokes equations embody the physics of all types of fluid flows, including turbulent flow. The computations were initiated with three-dimensional transient simulations. The fluid properties such as velocity, pressure, temperature, etc. for the multicomponent fluid have been resolved by using the transport equations (Abdalla et al., 2015; Zhang et al., 2015, 2017; Saeed et al., 2016).

The transport equation is given as under:

[image: image]

where ρ represents the fluid density, [image: image] represent the diffusion flux, Y denotes mass fraction of gas species, U is used for the fluid velocity vector and Si represents the conserved mass. Summation of mass fraction for each mixture component i is obtained as following.
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where NC represents the number of components i.

Diffusion flux:
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where [image: image] represents the diffusion flux, ρ and Di denote the fluid density of mixture of gas and mass diffusion, respectively. The term Yi is the mass fraction for gas species i.

Continuity mass equation:
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Conservation of momentum:
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where U and ρg represent the velocity vector and gravitational body force, respectively.

Stress tensor:
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Effective turbulence viscosity:
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where μeff is the effective turbulence viscosity, μ is the molecular viscosity and μT represents the turbulent viscosity.

Thermodynamic equation:
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where R and M represent the universal gas constant and fluid molecular weight, respectively. The term z represents the compressibility; T represents the fluid absolute temperature and p represents pressure.

Density of the gas mixture:

[image: image]

Molecular viscosity:
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Turbulence Models

The two characteristic equations of N-S models i.e., mass, momentum, and energy equations are not closed. The process of closing the system of mean flow equations during computational system is known as turbulence modeling. Turbulence models are used to close the Reynolds stress term in the system of non-linear equations (Xie et al., 2008; Latif et al., 2013).

Turbulent kinetic energy:

[image: image]

Dissipation rate:
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Turbulent Production:
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Turbulent production of due to buoyancy effect:
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In the above equations, μt represents eddy viscosity, ρ is the density and prt is the turbulent Prandtl number. The vaule of turbulent Prandtl number was kept as 0.9.

The Standard k − ε turbulence model (Abdalla et al., 2014; Saeed et al., 2016)

Eddy viscosity:

[image: image]

Transport equations of the SKE turbulence model:
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The model constants determined from simple benchmark are

Cu = 0.0, σk = 1.0, Pr = 0.85, Cε1 = 1.44, Cε2 = 1.92, σε = 1.3

The RNG k − ε model equations are given as (Abdalla et al., 2014; Saeed et al., 2016).

Eddy viscosity:
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Transport equations of the RNG turbulence model:
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[image: image]

The model constants determined from simple benchmark are

Cu = 0.0, σk = 1.0, Pr = 0.85, Cε1 = 1.44, Cε2 = 1.92, σε = 1.3

The Realizable k − ε model equations are (Abdalla et al., 2014; Saeed et al., 2016).

Transport equations of the RLZ turbulence model:

[image: image]

[image: image]

The model constants are

σε = 1.2, C1ε = 1.44, C2 = 1.9.



Facility Description

The facility consisted of a parallelepiped, whose dimensions are 1.92 × 0.92 × 0.92 m (Height, length, and width) as shown in Figure 1. The inlet is located exactly in the middle of the bottom of the facility, and the outlet measuring 0.06 m is positioned at the bottom of the facility as shown in Figure 1. Initially, the facility was filled with air, and 9.1 g of helium was injected in via two upper inlets that were facing horizontally into the facility, during the initial 300 s of the simulation beginning. The air-injection was also started 1 min after the helium injection via the vertical nozzles that were positioned at 0.3 m from the roof on the lateral edges. The injection of air was continued for 300 s. To keep the pressure constant, the surpassing gas flowed out of the facility during the air-fountain. The sensor probes P1, P2, P3, P4, P5, and P6 were located 1.29, 1.09, 0.96, 0.83, 0.69, and 0.49 m, respectively from bottom of the enclosure as shown in Figure 1.


[image: Figure 1]
FIGURE 1. Sketch of the experimental layout.


Various Froude numbers (Fr) i.e., 0.16, 1.09, and 2.0 were applied to the experiment work to check the behavior of the penetrating jet deal during the experiment. The corresponding air-injections were 0.411, 2.803, and 5.143 m/s (Deri et al., 2010). Local Froude numbers were derived as a function of air-fountain reference velocity Ureff = 0.126 Uem/s, length scale of air-fountain L = 0.162 m, Brunt-Vaisala frequency N and stratification thickness H = 0.4 m. Design parameters of the layout is shown in Table 1.
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where, N is known as Brunt-Vaisala frequency, used to define the initial condition for the stratification, ρ1 is the density of the bottom zone, ρ2 is the density of the upper zone, Ue is the air-fountain velocity and g is the gravity force.


Table 1. Design parameters of the layout.

[image: Table 1]



Initial and Boundary Conditions

To decrease the simulation duration and simplify the computation, we have simplified the geometry as a 3D quarter size. We have imposed a symmetry condition for the entire area and we have performed similar simulations in the other area. During the simulation, an adiabatic heat transfer with an isotropic system was applied. The air was injected through a square inlet whose dimension was 0.0088226917 × 0.0088226917 m. The whole simulations were divided into two different time steps. The duration of air-injection was 150–450 s following the start of the simulations. During the air-injection phase of simulation, when the velocity was high and constant, small time steps were adopted for solving the transient equation because of the higher turbulence intensity closer to the air-fountain source. In the latter phase, variable time steps were used as variation occurred in the velocity and became uncertain. Moreover, “time step maximal variation” was set at low levels. The simulations were performed with a structure of Cartesian coarse mesh, and three different grids conducted for the sensitive analysis were as 6,750, 40,500, and 54,000. An average mesh size of 1.8 × 1.8 × 3.1, 1.8 × 1.8 × 2.3 and 4.5 × 4.5 × 5 cm were tested and it was observed that the coarse mesh (4.5 × 4.5 × 5 cm having a total number of 6,750 grids) was sufficient to capture the gas mixture flow phenomena.

To reduce the simulation time, all the simulation results presented in the paper were computed by using 4.5 × 4.5 × 5 cm average mesh size. The computational domain cells were 15 cells along both the x- and y-axis, and 30 cells along the z-axis. For capturing the rapid variation in the density gradient, the highest mesh density was employed near the air-fountain region during the air-injection. Figure 2 illustrates the grid system for the computational domain obtained by using HYDRAGON code to solve Navier-Stocks equations. In this article, three different velocities for air-injection were used i.e., 0.411, 2.83, and 5.11 m/s. The helium mass diffusion coefficient for the mixture was 7.35 × 10−5. The fully inlet flow was assumed having values calculated with flow physical properties as under (Prabhudharwadkar et al., 2011).

[image: image]
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[image: Figure 2]
FIGURE 2. Cartesian mesh used for the computation of air-fountain experimental benchmark.





RESULTS AND DISCUSSION

As the density of helium is lower, so the helium molecules were constantly diffused inside the facility. These helium molecules are consistently deposited on the upper part of the enclosure inside the containment. The air-injection was started after 150 s following the initiation of the simulation. After 450 s, the helium-injection was cut off following the initiation of the simulation. The air injection mixed the atmospheric components of the enclosure and the excess gases were able to exit through the outlet which maintained the thermodynamic pressure on the enclosure. According to the flow type, whole simulations were performed in two different steps. During the air-fountain and helium injection, we have used closely timed steps to solve the transient equations because of the turbulence intensity closer to the air fountain source. So, during the release phase, a longer simulation time was needed for the air fountain. After the release phase, variable time steps were used. The maximal variation for the time steps was kept at lower levels. The simulated data presented in this paper are dimensionless density ρref − ρ/ρref vs. time for the six monitors i.e., P1, P2, P3, P4 P5, and P6.


Effect of Velocity Injection Parameters

The simulations were performed by using three different air-injection velocities 0.411, 2.83, and 5.11 m/s to analyze stratification break-up phenomena. To study the interaction between the three different air-fountain velocities and the stratification helium layer, the simulated data was compared with the experimental results calculated at various air-injection velocities mentioned earlier for the three turbulence models.

When the air-injection velocities were set to 0.411 m/s, the results achieved by using the HYDRAGON code for the three turbulence models were in better agreement as shown in Figures 3, 4. The simulation results of the monitors P1 and P2 were close to the experimental data for all the turbulence models during the initial stage of the simulation and a small over prediction was observed after 600 s following the initiation of the simulation. Similarly, for all the remaining three monitors, the simulation results obtained by using HYDRAGON code captured the experimental trend during the initial stage of simulations and a small over prediction was observed at the latter phase of the simulation due to lower density of the helium as shown in Figures 3, 4. The simulation results illustrate that the injected momentum had an influence on the mixing regimes. Mixing process was dominated by molecular diffusion when air-injection velocity was set to 0.411 m/s.


[image: Figure 3]
FIGURE 3. Effect of air-injection velocity 0.411 m/s on the simulation results for monitors (A) P1, (B) P2, and (C) P3.



[image: Figure 4]
FIGURE 4. Effect of air-injection velocity 0.411 m/s on the simulation results for monitors (A) P4, (B) P5, and (C) P6.


When the air-injection velocities were set to 2.83 m/s, the turbulence models choice had an influence on the simulation results.

The results obtained for the SKE and RNG turbulence models were closed to the experimental data, while discrepancies for the RLZ turbulence model were observed as shown in Figures 5, 6. The computational results of the RLZ turbulence model varied locally. The results of the RLZ turbulence model were underestimated for P1 and P2 and were improved for P3, P4, and P5, respectively.


[image: Figure 5]
FIGURE 5. Effect of air-injection velocity 2.83 m/s on the simulation results for monitors (A) P1, (B) P2 and (C) P3.



[image: Figure 6]
FIGURE 6. Effect of air-injection velocity 2.83 m/s on the simulation results for monitors (A) P4, (B) P5, and (C) P6.


The computational data achieved using SKE and RNG models were close to the experimental trend as compared to RLZ turbulence model at any area in the enclosure. Figures 5, 6 illustrate that the influence of the upward air fountain flow distance varied for all the three turbulence models. It was observed that the flow simulated by using the RLZ turbulence model reached a better trend than the other two turbulence models, and the horizontal spreading rate was also underestimated for the RLZ turbulence model. The SKE and RNG turbulence models generally better presented the predictions for the density stratification breakup phenomena.

The numerical results calculated when the air-injection was increased to 5.143 m/s for the three turbulence models are shown in Figures 7, 8. The momentum force derived the mixing when the air-injection was set to 5.143 m/s. When the air-injection velocity was set to 5.143 m/s, the simulation results obtained by the SKE turbulence model were similar to the simulation results obtained by RNG and RLZ turbulence models. In general, when air-injection velocity was set to 5.143 m/s, the three different turbulence models were in better agreement with experimental data as shown in Figures 7, 8.


[image: Figure 7]
FIGURE 7. Effect of air-injection velocity 5.143 m/s on the simulation results for monitors (A) P1, (B) P2, and (C) P3.



[image: Figure 8]
FIGURE 8. Effect of air-injection velocity 5.143 m/s on the simulation results for monitors (A) P4, (B) P5, and (C) P6.


Figure 9 compares the instantaneous mixture density distribution inside the containment for the SKE, RNG, and RLZ turbulence models computed by three various air-injection velocities, and the instantaneous results presented at 200 s. When air-injection velocity was very small, i.e., 0.411 m/s, the stratification layers were formed in-between the region where the helium concentration varied, as the helium concentrated at the upper part of the containment. When the air-injection velocity was increased to 2.803 m/s, stratification breakup was observed which was mainly caused by gravity driven force during the air-injection. If air-injection velocity was increased more up to 5.143 m/s, it suddenly penetrated the stratification layers and reached a higher distance but still was unable to penetrate helium stratification layer completely.


[image: Figure 9]
FIGURE 9. Comparison of instantaneous mixture density (kg/m3) calculated by three various air-injection velocities at 200 (s) for SKE (A) 0.411 m/s (B) 2.803 m/s (C) 5.143 m/s, RNG (D) 0.411 m/s (E) 2.803 m/s (F) 5.143 m/s, and RLZ (G) 0.411 m/s (H) 2.803 m/s (I) 5.143 m/s.


The comparison between the gravity-dominated and momentum-dominated regimes were observed by means of the interaction Froude number (Fr), which was set to 1 as a discriminating value. When Fr < 1, the momentum was overcome by the buoyancy and the air-injection was thus unable to penetrate the stratification. Actually, the air flow impinged over density surface and deflected downward with a fountain behavior.

Figures 10, 11 compared the instantaneous turbulence kinetic energy and dissipation rate, respectively for the SKE, RNG, and RLZ turbulence models calculated by three various air-injection velocities and the instantaneous results presented at 200 s. The simulation results illustrated that the air-injection momentum had large influence on the turbulence kinetic energy and dissipation rate. Largest turbulence kinetic energy and dissipation rate were observed when the air-injection velocity was increased to 5.143 m/s.


[image: Figure 10]
FIGURE 10. Comparison of instantaneous turbulence kinetic energy (m2/s2) calculated by three various air-injection velocities for SKE, RNG, and RLZ at 200 (s).



[image: Figure 11]
FIGURE 11. Comparison of instantaneous turbulence dissipation rate (m2/s3) calculated by three various air-injection velocities for SKE, RNG, and RLZ at 200 (s).


When, the injection was small, the molecular diffusion dominated the mixing. A buoyancy dominated mixing was observed, as the fountain flow rate was increased. When the value of Fr was set more than 1, the flow regime was momentum dominated and a rapid stratification break-up was observed.



Effect of Turbulent Diffusivity Term

The effect of the turbulent diffusivity was analyzed. The value of the turbulent Schmidt number Sct was set to 0.7 (Sanders et al., 1997) and the air-injection velocity was set to 2.83 m/s. Xiao and Travis (2013) suggested that value for the turbulent Schmidt number Sct can be selected in the range of 0.5–1.0 value. Figure 12 illustrates the comparison of simulation results calculated when turbulent diffusivity coefficient was included with the three turbulence models at P5 and P6 regions. Only the region near the air-fountain source was investigated, because it was the region where the turbulent diffusivity affected the most.


[image: Figure 12]
FIGURE 12. Effect of turbulent diffusivity on numerical results calculated for SKE, RNG, and RLZ for monitors (A) P5 and (B) P6, at inlet velocity 2.803 (m/s).


The simulation results illustrated that the turbulent diffusivity had a small effect on the simulation results at the region near air-fountain source i.e., P5 and P6, for the RNG and RLZ models and it did not have any noticeable effect on the SKE turbulence model as Figure 12. By including turbulent diffusivity term to the RNG model, it was observed that the simulation results agreed well with the simulation results obtained by RNG and RLZ model at the region near air-fountain source P6. The curves for the RNG and RLZ turbulence models were closer to the experimental trend when turbulent diffusivity was included to the HYDRAGON code. Moreover, turbulent diffusivity had no noticeable effect on the computed results obtained by SKE model as shown in Figure 12.




CONCLUSION

We have used three different velocities to investigate the stratification break-up phenomena. The molecular diffusion force caused the mixing process when the value of the velocity was 0.411 m/s. The gravity force was responsible for the mixing when the value of the air-injection was 2.803 m/s. The momentum forces derived from the mixing process as the air-injection was set to 5.143 m/s. The simulation results obtained by using various turbulence models showed that maximum penetration distance of the injected air-fountain varied for different turbulence models. It was observed that an air-injection did not have enough momentum to penetrate the helium stratification layer completely, where the injected air density was much heavier than the containment mixture. When the values of the air-injection velocities were 0.411 and 5.143 m/s, respectively, then the results achieved by these three turbulence models were closer to the experimental data. However, when 2.803 m/s velocity used, the results of SKE and RNG turbulence models were very close to the experimental trends at different points as compared to RLZ model. Furthermore, RNG model captured experimental trend better than SKE and RLZ models near the air-fountain source.

Furthermore, the effect of the turbulent diffusivity coefficient term was included to the k and ε equations. When we added the turbulent diffusivity coefficient term in the HYDRAGON code for RNG and RLZ turbulence models, a minor influence was observed in the results.
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