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The development in the field of wind turbines is continuously growing. However, most of the times, the energy of wind is exploited by using huge wind-power plants, while wind energy installations in urban and suburban areas, as space and available land, are a lot more limited, is something relatively new, with great potential though. The major challenge regarding small urban wind turbines can be summarized as a lack of understanding of the wind resource in the built environment, with a combination of missing measurements in this field that needed to be addressed. Aarhus University Campus Herning, located in the suburban area of Herning, is looking for a suitable place to install one small wind turbine (SWT). This study attempts to provide a comprehensive framework for SWTs and the characteristics of urban wind flow. The analysis helped in identifying the two most appropriate sites for SWTs installation sites in the AU Herning building.
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INTRODUCTION
Background of the Research
The global energy consumption is estimated to increase between 2010 and 2040 by 56% (U.S. Department of Energy, 2016). Despite the decreasing coal, petroleum and natural gas resources, and all the issues their appliance evoke (such as global warming and climate change), in 2015, the share of fossil fuels was 78.4% of the final global energy consumption, while renewables and nuclear power accounted for only 19.3% and 2.3% (REN21, 2017).
On the 14th of June, 2018 the European Commission, the European Parliament, and the Council agreed to set a new binding target of 32% final energy consumption from renewable sources by 2030 (European Commission, 2018). Conventional fuels are replaced with renewable energy in four distinct areas, namely, heating and cooling, power generation, transport fuels, as well as rural/off-grid energy services (Al-Bahadly, 2009; REN21, 2017; Hansen and Xydis, 2018).
The installed capacity of renewables was over 28% of the world’s total power-generating capacity by the end of 2016, which was more than 2000 GWs. 23% of the total renewable power capacity coming from wind power, was only preceded by hydropower (IRENA, OECD/IEA, and REN21, 2018). Generating 1 kWh power with wind energy saves approximately 800 g of carbon dioxide emission since that amount is rejected in the atmosphere during the combustion of fossil fuels (Bernard, 2001).
In urban and suburban areas, space and available land are a lot more limited, which sets a significant restriction against the establishment of larger plants. Wind energy installations close to buildings have received significantly less attention (Campbell and Stankovic, 2001; Beller, 2009; Sharpe and Proven, 2010). The idea of on-site micro wind energy generation is impressive considering the advantage that the energy is then being produced close to the location where it is needed (Xydis, 2015; Xydis and Mihet-Popa, 2016; Stathopoulos et al., 2018).
Despite the vast potential in wind energy, the technology for its utilization is not fully mature yet, although it is well established. Therefore, several areas require further improvements in order to reduce the cost of wind energy (Islam et al., 2013; Xydis, 2013). Some of the major barriers of wind farms include the lack of available sites, the high costs of investments in these systems, the impact of the grid on power quality, the degree of public acceptance, as well as the losses in power transmission when distributed to consumers (Musial and Ram, 2010). In order to reduce some of these barriers, one possible alternative can be the application of small wind turbine technology (Smith et al., 2012; Anup et al., 2018). Urban wind turbines can provide several benefits to the society, such as the generation of power right where it is needed, lack of transmission and distribution losses, the promotion of decentralized power and sustainable development, reduced greenhouse gas emissions, as well as the elimination of the dependency on grid electricity (Kumar et al., 2018).
Problem Statement
Within the built environment, small wind turbines (SWTs) can represent an excellent potential for integration. Research studies suggest that the reason for this growing uncertainty is closely related to poorly developed and unfounded decisions about the locating and positioning of urban wind turbines, which is supported by the lack of consideration regarding the accelerating effect that derives from the different heights of buildings as well as the surrounding urban configurations (Abohela, 2012; Suchada, 2012).
The potential of wind in urban areas and the technology that makes it possible to exploit this wind power through common models of turbines are studied in various case studies (Cace et al., 2007; Xydis, 2009; Ishugah et al., 2014). Studies also highlighted wind flow features in urban settings (Anup et al., 2018; U.S. Department of Energy 2015). According to Ledo et al. (2011), the main reasons for the limited establishment of SWTs in urban areas are the high intensity of turbulence, the low wind speeds, as well as the relatively high erodynamic noise, and displacement (Blackmore, 2010).
Another issue is that the direction of the wind changes frequently and there is a higher vertical inflow as well. The lack of understanding resulted in the improper use of SWTs and poor siting which can lead to potential turbine failure and liabilities (Smith et al., 2012). Therefore, the evaluation of wind power in urban and suburban areas is the biggest challenge regarding urban wind turbine projects, in which topic only a very few studies were conducted (Ishugah et al., 2014).
Aarhus University Campus Herning, located in Jutland peninsula, in the suburban area of Herning, is looking for a suitable place to install one small wind turbine.
Research Questions
This study attempts to approach and solve the real-life issue of Aarhus University, through the following research questions:
- How can CFD simulation be used in order to get a comprehensive picture of wind assessment within urban and suburban areas?
- How the optimal installation site can be determined for a small wind turbine within the area of Aarhus university Herning campus?
This study attempts to understand the effect of urban wind on the performance and loading of SWTs and facilitate decision-makers. It also deals with the appropriate installation location of SWTs in the built environment. The novelty of the study if focused on the simulation of a well-established phenomenon (fluid dynamics) in an intense and complex suburban environment. Literature and research findings are limited on the optimal siting of small wind turbines in university campuses (campi) and this is a piece of research covering this gap. The concept of small wind turbines has been around for long, however, challenges have not been thoroughly thought and opportunities have not been widely explored (Vilar et al., 2019). El Bahlouli and Bange (2018) experimentally and numerically had the opportunity to dig in the suburban campus buildings of the University of Tübingen. It was proven that the software based simulation results improved when the trees representation was considered as a canopy. Another study from Daniela et al. (2014), analyzed the wind resource in Transilvania University, in specific in the Colina Campus, where the profitability of installing small wind turbines in the campus area was revealed. Older studies, such as the one of Lu et al. (2011), and the one of Ozgur and Kose (2006), in practice tried with the available tools ten or more than ten years ago to prove the viability of small scale wind turbine projects in the Purdue University Calumet and in the Dumlupinar University. However, small wind turbines are more interesting for campi nowadays and we have decided to shed more light with this study.
The International Energy Agency has been documenting all the testing and research relating SWTs by requesting wind and turbine data of SWTs within the built environment from all of its member countries since 2013 (IEA Wind, 2017). Due to the broad aspect of several barriers associated to micro-site selection of SWTs in the built environment, this study needs to be narrowed down and focuses on one aspect of the site selection process, by using wind assessment data only.
The structure of this study is made up of five main sections, and the objective is to obtain a coherent picture of SWTs and the characteristics of urban wind flow, and to find the appropriate installation location of SWTs within the built environment following a deductive approach. After the introduction and the theoretical foundation of the study, the research methodology section follows, which provides a detailed explanation and description of the method and system of the research. The detailed description of the research itself comes after and in the last part the data collected in the previous section is analyzed, discussed, and evaluated, the research questions are answered, the conclusions of the research are drawn as well as the recommendations are made (Hevner, 2007).
THEORETICAL BACKGROUND
Wind Characteristics and Urban Environment
In general, wind moves in a three-dimensional (3D) pattern from high to low atmospheric pressure areas. These differences in the atmospheric pressure and additionally, the rotation of the earth, develop currents within the atmosphere. These currents work as an enormous energy transfer medium (Ishugah et al., 2014). Urban boundary layer (UBL) is part of the planetary boundary layer, it is the layer where most of the Earth’s population lives now, and it has one of the least known and most complex microclimates. UBL has several impacts on urban airflow and the dispersion of air pollution, such as effects on thermal turbulence, local circulation systems, atmospheric stability, plume trajectories, convective structures, mixed layer depth, and on numerous other elements (Oke, 2015), such as air pollution (Arnfield, 2003; Barlow, 2014).
The UBL is characterized by the following features: Horizontal scales can be determined such as street (scale of 10–100 m), neighborhood (scale of 100–1000 m), and city (scale of 10–20 km). These scales can be explained as dimensions on which the urban structure becomes homogeneous, like an individual house or street, a group of buildings with similar shape and height within the same neighborhood or a town/city which is more rugged than the surrounding non-urban areas) (Oac.med.jhmi.edu, 2018).
In contrast with the open terrain of rural areas, the prevailing urban wind is defined by low annual mean wind speeds (AMWS) and rapidly changing wind direction with several obstacles, which causes more turbulent flow occurring in the atmospheric boundary layer (ABL). The low AMWS is the result of the uneven ground, while the increased turbulent flow originates from wind interacting with buildings and other obstacles (Mücke et al., 2011). As a result of the human-made surfaces’ high heat capacity, urban surfaces have significantly higher thermal inertia. This phenomenon leads to a non-negligible storage flux. In addition to the solar-driven energy balance, anthropogenic heat sources increase the sensible heat flux effectively. The urban roughness sublayer (RSL) can be defined as the atmospheric layer from the ground to approximately 2–5 times the mean building height (H). Within this layer, flow can be highly determined by space, it can be driven by turbulence which is affected by large-scale coherent structures. Close to the ground surface, Urban Canopy Layer (UCL) is formed by buildings. According to its determination, the layer ranges from the surface up to the average roof height.
At a neighborhood scale, roughness elements are continuously varying, and the flow continually adjusts to the ever-changing conditions. Due to the overlapping neighbourhood-scale, Interacting Boundary Layers (IBLs), these numerous changes of roughness result in a complex three-dimensional structure of the lower section of the UBL. Despite its complexity, it is essential to understand the function of the roughness sub-layer within the UBL, since being the interface between the atmosphere and the surface, is strongly affected by the activities of humankind. The Monin–Obukhov Similarity theory and other similar presumptions about flow and fluxes within the atmospheric surface layer (ASL) need to be abandoned, even though as a result of some progress more general characteristics are developing over the last decade (Pelliccioni et al., 2012). As buildings are 3D objects, as height increases, the speed of wind that flows around them increases as well, while the turbulence decreases. Simultaneously, whenever air collides buildings and other obstacles within the built environment, complex air vortex waves are developed as a result (Ricciardelli and Polimeno, 2006).
Airflow is measured in meters per second. Depending on the turbulence, two types of airflow can be distinguished: laminar (latin word “lamina” means straight), if there is no turbulence and turbulent flow when turbulence occurs (Testo.com, 2014). In order to translate the different flow types into mathematical models, a numerical description is crucial. The laminar and turbulent nature of the flow is determined by the value of the Reynolds number. It is a dimensionless number that predicts the fluid flows characteristics taking into account several properties such as viscosity, density, velocity, and so on. In the case of external flows, it can be observed that around the physical domain, the Reynolds number increases simultaneously, which concludes the presence of turbulent flow (Schechter, 1961).
When studying turbulence and its evolution in the UBL Turbulent Kinetic Energy (TKE) is one of the most critical variables to consider. If it is assumed that the flow can be separated into mean and turbulent parts, then the total kinetic energy of the flow is the sum of the kinetic energy of the mean as well as the turbulent flows. TKE is the mean kinetic energy/unit mass associated with currents in a turbulent flow. It can be expressed as follows:
[image: image]
where u, v, w are the velocity components.
SWTs
Only two wind turbine types are classified within the urban areas. These are the horizontal axis wind turbines (HAWTs) and the vertical axis wind turbines (VAWTs) (Chen et al., 2009). Although HAWTs are the most commonly applied types of wind turbines according to recent research, the VAWTs are more suitable for urban installation. As follows, HAWTs and VAWTs will be assessed based on the Wineur Project report (Cace et al., 2007) according to their advantages and disadvantages within the urban environment.
In urban applications, HAWTs do not outperform VAWTs, as VAWTs are almost as efficient as them, but HAWTs do not cope well with the increased turbulent flow. VAWTs, perform well in case of different wind directions and turbulence (Cace et al., 2007). They can multi-directionally rotate in turbulent flow, which makes them favourable within areas where the direction and speed of the wind frequently change (Elkhoury et al., 2015; Wineur, 2018).
With the tremendous development of information technology and hardware, three-dimensional modeling has also evolved over the years. In three-dimensional computer graphics, 3D modeling is the process that mathematically illustrates any three-dimensional objects. Modeling can be determined as the process of taking an object’s shape into a finished 3D mesh within a 3D environment as well (MediaFreaks, 2018). In their study, Gal et al. (2008) promoted the use of 3D modeling technologies within architecture, engineering, and construction industry. Xui-Gui (2008) applied the modeling software tool Sketchup to demonstrate how it increases the operating efficiency of the design, up to a certain extent.
METHODOLOGY
For studying this topic, potential research methods could be used, namely mathematical and statistical evaluation as well as computer simulations (Goddard and Melville, 2004; Saunders et al., 2007; May, 2011; Bryman, 2012). The former is mainly practical for handling large amounts of data since the examination of adequately selected parameters (such as mean values, distributions) can already be a sufficient foundation for some conclusions to be deduced. There is, however, a disadvantage of this method: it ignores the timeliness of each process. In order to overcome this problem, a set of computer simulation methods has been created that can be applied to examine input data with known timing as well. The approach has a deductive nature, as the aim is to select and gather already existing appropriate theories which are related to the investigated subject (Kothari, 2004; Wiles et al., 2011; Silverman, 2013).
Due to the fact that too many variables are defined in the problem statement, experimental research is necessary in order to fulfill the requirements for examining the results of slight modifications within well-defined and settled conditions, such as the CFD method (Saunders et al., 2007). On the other hand, by reason of the complexity, a retrospection was necessary to cover all the uncertain areas, which can be covered by the principles of action research (Hevner et al., 2004).
The research was conducted by performing the steps that are presented in the illustration shown in Figure 1. The research can mainly be divided into two connected main parts, the data collection and the numerical modeling respectively.
[image: Figure 1]FIGURE 1Methodology and research steps.
In his famous book, Principles of Operations Research, Wagner refers to simulation as the “...method of last resort...,” “...when all else fails....” However, since then, the popularity of computer simulation is growing, and it is now considered a serious and scientific methodology (Wagner 1975; Dooley, 2002; Kleijnen, 2017; Trochim, 2018).
When testing in real life is too expensive, dangerous or in situations when decision making is not feasible with the available information prediction is necessary (Kleijnen, 2017). In their book, Sargent et al. (2016) suggest various methods for verification and validation. However, this research focuses only on the use of metamodels. When running the simulation on metamodels, there should be signs that the simulation complies with the prior expert knowledge about the identical real system.
THE CASE STUDY OF AARHUS UNIVERSITY, CAMPUS HERNING
Specific Site and Wind Characteristics
The building of Aarhus University Campus Herning (later referred to as AU building) is used as the objective building, to assess the optimal installation sites for SWTs. The AU building is located in the Midtjylland region of Denmark (Figure 2A) within the suburb area of Herning, called Birk Centerpark (Figures 2B,C). The building is a standalone mixed-level structured construction, with 80 m in width (W), 25.2 m in height (H) and its longest extension (L) being 155 m. Therefore, it can be classified as a low-rize building, and according to its structural properties, it can be divided into three major parts, as follows:
- First part: a Six-story building containing the offices of the University (L 29.5 m × W 9.4 m × H 25.2 m) marked with A (Figure 2D)
- Second part: a two-story building which is rotated with 30 degrees—compared to the other two sections—for bigger lecture halls and community space (L 38.5 m × W 76 m × H 9.5 m) marked with B (Figure 2D)
- Third part: Two-story building for smaller lecture rooms (L 101.5 m × W 27.5 m × H 8.5 m) marked as C (Figure 2D).
[image: Figure 2]FIGURE 2AU building/parts (A, B, C).
The most accurate data could be obtained by local measurements, however, due to limitations of this research, in the absence of these data, this study relied on online available sources. The first source is available from the website of the Global Wind Atlas (2019), where average data can be collected for the year in the area of the university. These data include velocity, wind roses at different heights.
The average velocity at 50 m and 100 m height can be seen on the figures below (Figures 3A,B). In addition to the above, surface roughness data are available as well, which may be necessary for more accurate wind profiling and selection (Figure 3C). The wind rose around the area of the University is defined in Figure 3D.
[image: Figure 3]FIGURE 3Average Velocity at 50 m (A), at 100 m (B), Surface Roughness (C), and wind roses (D).
The frequency of wind occurring in all of the directional sectors is indicated on the radial axis. To specify the corresponding predominant wind directions across the field the wind rose chart was applied. In order to use the above information with greater certainty, a private company’s data has been asked concerning the area of the site where the same velocity data was received. The wind rose is slightly different (Figure 3D—VORTEX wind rose), however, the deviation is minimal, since the 270-degree winds and the 240-degree winds fall in the same direction within the simulation. Based on this, it can be stated that the western wind direction is decisive in the area, therefore the focus will be put on this direction during the running of the simulation. To conclude, the facts for the simulation given based on the previous sections are the following:
- The site: Aarhus University’s standalone mixed-level structured building
- The main wind direction, which is 270 degree
- The velocity at 100 and 50 m height. The given values are 7 m/s and 5.75 m/s respectively
- The roughness level around the area is 0.3, since the surface of the AU building’s environment is almost flat with few surrounding trees.
3D Model Creation
The other necessary element is the 3D model of the AU building for the preparation of the simulation. For the construction of the 3D model, the building details and data were required for which the official layout plans of the AU building were received from the university. These plans made it possible to create the 3D model of the building with 0.1 m accuracy. As a starting point, the 3D models were created from the layout plans by using SketchUp, 2018 software. SketchUp is one of the most user-friendly and easy-to-use 3D modeling software that is widely used in architecture, engineering, film industry and video game design (SketchUp, 2018). Running the simulation requires a closed, watertight geometry (Download.autodesk.com, 2019), which is not supported by all formats. The construction that was obtained from SketchUp was transferred to the Rhinoceros 5 (Rhino) software. Rhino is a 3D computer graphics and computer-aided design (CAD) application software that can create, edit, document and render surfaces, bodies, point clouds, and polygon nets regardless of complexity and size. Due to their accuracy and flexibility, these models can be used in any process from illustration through animation to production. Therefore, the model was converted in this program, and the final format used for the simulation was Rhino file format (LLC, 2018).
Simple building geometries were used for the AU building model without facade details. The reason for the simplification is the fact that in case of a mesh creation it is more efficient to keep the number of edges as low as possible. Otherwise, as a result of a greater amount of edges, it would be necessary to generate a higher resolution mesh, which means that more calculations should be taken during the simulation and these effects would increase the duration process as well as the expense of the process. The 3 d model of the school can be seen in the following illustrations (Figures 4A–C).
[image: Figure 4]FIGURE 4AU Building 3D Model (direction x-y-z).
Mesh Generation
A mesh is a discrete representation of a geometric domain. Mesh can be identified as a bounding box (using sub-domains e.g. tetrahedra or hexahedra in 3D), where during the simulation, the calculations are made (Frey and George, 2013). To identify its extensions, a simple calculation can provide some help, which can also be used regarding wind tunnel and mock-up sizing. The dimensions of the fluid domain can be seen in Figure 5.
[image: Figure 5]FIGURE 5Mesh dimensions.
The number of infinite points, needs to be reduced to a certain amount of simply defined and controlled volumes in order to provide a feasible background for the mathematical calculations (Gokhale et al., 2008). Therefore, in this study, a hex-dominant parametric algorithm is used to decompose the fluid domain into 3D objects. The following steps were used:
- Region refinement: for the refinement of the region, a cylinder was defined around the building’s geometry, in order to identify that particular region as the most important, which also means that out of the given cylinder, a smaller number of 3 d objects are generated. In this case, as well, the scale is from zero to five, and a level of four can be seen in the following example (Figure 6A).
- Surface refinement: On the surfaces of the investigated geometry, the most diverse results are focused around the surface edges and corners. Thus, the refinement level for these polygons can be determined on a scale from zero to five. In this case the value is three to five, where five is the greatest value. It can be seen in Figure 6B. Finally, the last step is to determine the refinement for the outer bounding box, which is out of the cylinder, at a level of 2.
- It was necessary to run a grid independence test to analyze whether the result depends on the mesh grid or not. Therefore, the mesh size was varied from coarse to fine while the simulations were running with the same settings. The results are shown in Table 1; Figure 7. We could find that case 1 and 2 have too coarse grid, since the result variations are not significant after case 3. This mesh size can be considered as optimal in relation to the results and the number of calculations needed during the simulation.
[image: Figure 6]FIGURE 6Region (A) and Surface (B) Refinement/Mesh Illustration direction x (C) and z (D).
TABLE 1Grid independence analysis.
[image: Table 1][image: Figure 7]FIGURE 7Max velocity compared to mesh elements.
With this method, a sufficient mesh can be achieved, which has a high level of 3D object density around the investigated surfaces, while in general low level in the outer areas. It takes approximately 45 h to generate such a mesh with a 4-core computer. It has 17,891,809 volumes in total. The detailed illustrations of the mesh can be found in Figures 6C,D.
CFD Simulation
In order to set up a sufficient simulation, there are several critical points that need to be met. Since there is a pre-defined method to follow, it makes it easier to check whether all previous conditions are fulfilled or not. All CFD simulations require a 3D model or geometry as a foundation, besides that it is indispensable to have a fluid domain, as a boundary for the simulation itself. To establish a valuable simulation, different levels of input data are required. The first option that can be chosen is the input material, namely the physical volume which is the subject of the flow simulation (air). Viscosity values, should be applied as follows:
Viscosity model: Newtonian
Kinematic viscosity (v): 0.000015295 m2⁄s
Density (p): 1.1965 kg⁄m3
The implementation of different turbulence models into CFD methods has a significant impact on the outcomes, therefore it is substantial to select an appropriate model, which will simulate the reality as accurately as possible. In this case, the grid size, the number of time steps, and the Reynolds number dependence provide a good direction toward a method called Reynolds averaged Navier-Stokes equations (RANS) (Girimaji, 2005). Within this method, a popular and commonly used model is called K-omega shear stress transport (SST), which uses a two-equation model in order to include the turbulent kinetic energy and its dissipation. It also covers the wall functions within the simulation, and the combination of k-epsilon and k-omega behaviors in the outer region and the inner boundary layer (Menter, 1994).
After defining the volume of the flow, the boundary conditions should be characterized as well. Figure 8 contains all the applied properties.
[image: Figure 8]FIGURE 8Outer Boundary Box.
[image: Figure 9]FIGURE 9Wind profile.
The significant wind direction is at θ = 270°, in accordance with that, the velocity inlet is defined for the western side of the bounding box. One of the greatest challenges is to setup the velocity inlet, as well as to include the wind profile which should also reflect on the surrounding area.
One challenge is to specify the effects of the ground roughness on the lower level of the wind profile. However, as it is argued by Balczó and Tomor (2016), a roughness level below 0.5 has no significant consequences or effects on the development of wind profile (Balczó and Tomor, 2016). Nevertheless, it is essential to determine a level, so called zero-plane displacement (d), which can be determined as height in meters above the main surface level, where the velocity equals 0 due to surrounding obstacles in the flow (Burton et al., 2011). In order to represent the vegetation around the building, this value can be identified with the three-fourths of the average canopy height. Therefore, regarding the present setup, a logarithmic wind profile is used, and in order to reach proper accuracy, is made up of two sections. The first section is an exponential profile, where the previously defined value (d) is considered, while the second part is a logarithmical wind profile above the highest point of the building.
In order to solve the following equations, as a first step it is necessary to identify the friction velocity (u*), which can be calculated as follows:
[image: image]
[image: image]
In these equations, (k) is the Von Kármán constant, which equals 0.41, while (z1) and (z2) are the measurement point heights. These are 100 m and 50 m respectively. The value for (d), can be specified as above, where the average canopy height is at 7.5 m, therefore the value of (d) can be determined as 5 m in this particular case. The logarithmic part of the wind profile can be calculated with the use of friction velocity as follows (a—on Figure 9):
[image: image]
[image: image]
In this equation, (z) is the reference height.
The exponential part of the wind profile can be calculated as follows (B – on Figure 8):
[image: image]
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Here, the attenuation coefficient (α) depends on building morphology, which can be determined as it is stated by Macdonald (2000), which is 0.7 in this particular case. As a result, sections of the excel data can be found in Table 2, as well as the wind profile (Figure 8).
TABLE 2Calculated wind profile.
[image: Table 2]For the remaining boundary layers, the wall functions are important to be classified. The top as well as the two slide walls, are “slip” walls, which means that it allows the initiation of a better simulation, even when compared to wind tunnel simulations, since the incompressible air will not circulate back from the side walls. The bottom part as well as the geometry itself are “no-slip” walls, therefore, the air is not able to penetrate through, and pressure can be measured on those surfaces as well. Consequently, in order to maintain the realistic airflow, the pressure outlet needs to be placed at the opposite side of the velocity inlet. The following step is to define the numeric within the simulation run, where the determination of the Courant-Friedrisch-Lewy number (C) has the utmost effect. In general, it is a condition for the stability which is used in any unstable numerical calculations, such as the CFD method. It has a connection with the definition of the data writing time set, since it is avoidable to write data files slower than the applied velocity. The reason can be seen in the following equation:
[image: image]
In this equation, velocity (u) times the timestep between writing data, and (x) is the size of the cells, namely the 3D objects of the mesh. Therefore, the equation suggests, that the Courant number must be lower than 1, in order not to skip data writings between mesh objects, which leads to simulation termination. The shortening of the wiring steps has a huge effect on computational time, and as well a higher demand on the hardware. The other solution in this case is to increase the value of (x), by creating a lower quality mesh, which, in turn, also has a disadvantage as discussed in the mesh generation subsection. The smallest object on the created mesh is 9 cm, and the 0.7 Courant number classified as stable. The following equation shows that the numerical setup is feasible.
[image: image]
Another important setup option is related to the timeframe, which means how long should a simulated scene run. In this case, the termination time set to 3600 s. With the above described setups, running the simulation takes exactly 1,280 min when running on a 4-core computer. As a result, a dataset is available for post processing, which takes up more than a massive 31 GB of space.
Validation
This step has huge importance, to obtain reliable data through the simulation. A common practice to validate numerical calculations is to translate the applied process onto a well-known analyzed and simplified form (Sargent et al., 2016). Therefore, in order to validate the simulation (since there are no real-life wind measurements), a separate running flow is necessary to take on a standard cube with the same settings as it is used for the AU building.
From the result dataset, similarities have to be drawn both on the calculated results and flow streams around the cube. As a reference, the following two studies have been used for comparison. The first illustration (Figure 10A) shows how the airflow separates as it hits the obstacle. Two vortexes are also visible, which are very distinctive. The second graph shows how high and low velocity areas are built up around a cube (Figure 10B). Compare to these two figures, the simulation results on the test cube seems relevant (Figure 10C) (Gao and Chow, 2004; Lim et al., 2008).
[image: Figure 10]FIGURE 10Flows around a test cube.
ANALYSIS
Post Processing
As a result of the simulation, an enormous amount of data were available. Thus, it was necessary to follow the steps beneath, and answer the research question; a) extract the data: as soon as a simulation is completed without an error, we can access and extract the dataset, b) process the data: at this step, data conversion is needed, and as a result, the simulation data can be shown in different graphs and illustrations. The open source tool ParaView was used for post-processing. The visualization of the data was challenging, since for each desired parameter, a serial and parallel connection of subtractive filters were needed.
Evaluation of Results—Step 1
Exclude Unsuitable Areas
Under normal circumstances, whenever an airflow hits an obstacle that appears in its way, a separation can be observed. Right after the obstacle, reattachment can be expected, and within this area, high turbulence. However, on the other hand, as the air gets compressed during this separation, a change will occur in the velocity as well. To be able to identify the prior installation point, the regularities, as mentioned earlier, can be used. It is sufficient to exclude those areas already, where low velocity with high turbulence can be detected. Apparently, for appropriate decision making, a qualitative test is required.
For the SWTs, the cut-in speed is usually between 2–3 m/s. Therefore, those areas can be excluded from the list of possible locations, where velocity results stay beneath that certain level. To represent this data during post-processing, several filters are needed.
Since turbulent airflow has an adverse effect on the power output of SWTs, it is necessary to investigate those areas where the intensity is on a lower level. In order to reach that, an isovolume filter can be applied, whereas a fix value k = 0.4 m2s2 is defined. Thus, the boundaries of turbulence kinetic energy (TKE) can be explored. The combination of the two results, high velocity, and low turbulence, can determine, and narrow down the possible installation sites.
Building Part A
In this section, the tallest part of the AU building, part A (Figure 11A), was investigated. As it can be seen on the velocity isovolume illustrations (Figure 11B), only the lower part of the top of the building has results of less than 3 m/s. Therefore, from this point of view, the upper top part of the building should be suitable for installation. The TKE (Figure 11C) is also low in those areas, so two possibilities should be investigated further.
[image: Figure 11]FIGURE 11Building A (direction X, Y, Z) (A) – velocity (B) and TKE (C) isovolume.
Building Part B
The middle part of the AU building is broad in range, and it has a more significant extension in depth as well (Figure 11A). Velocity and TKE isovolume analyses are shown in Figures 12B,C. Since the A part cuts the middle, it has a substantial effect on the wind flow above the building. Thereafter, these four possible installation points are going to be considered later.
[image: Figure 12]FIGURE 12Building B (direction X, Y, Z) (A) – velocity (B) and TKE (C) isovolume.
Building Part C
Finally, the last section, part C, has a relatively wide dimension (Figure 13A). Unfortunately, as opposed to building B, this section of the AU building is almost entirely hidden from the favourable 270-degree wind flow, because of the covering of building part A. As it can be seen on both velocity (Figure 13B) and turbulence illustrations (Figure 13C) there is no location to select regarding feasible installation.
[image: Figure 13]FIGURE 13Building C (direction X, Y, Z) (A) – velocity (B) and TKE (C) isovolume.
The list of the narrowed suitable for SWTs points and its locations are presented in Table 3 and in Figure 14.
TABLE 3Possible installation locations.
[image: Table 3][image: Figure 14]FIGURE 14Building A and B (possible locations).
The following aspects should be considered during the second step of the evaluation:
- During the simulation, a 60 min period was conducted, so each result for each time step needs to be applied.
- The result should include the average of a larger area of the mesh in order to take the diameter of the turbine into account. Thus a 2.5 m times 2.5 m square is taken from the mesh for each point.
- Since the tower height of the turbine can vary, data should be presented from several different heights. In this case, five different heights were identified. By using the above-described method, the data extraction and visualization contains 40 elements for each possible installation point. The structure of these data can be seen in Figure 15A.
[image: Figure 15]FIGURE 15Data structure (A) and A1 average velocity and TKE (z + 3) (B).
Average Velocity and Turbulent Kinetic Energy
With the use of the already specified ParaView software, the average data values can be exported for each pre-defined mesh clips, so eventually, it is possible to visualize the average values on each location at each height levels (example in Figure 15B).
The data can be clustered based on the different parts of the AU building since the measured points have the same (z) coordinate values. In the Supplemenatary Appendix, the accumulated results combined for building part A (Supplementary Appendix Figures A1–A10), also, fo