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Unlike the current risk monitors, Real-time Online Risk Monitoring and Management
Technology is characterized by time-dependent modeling on the state duration of
components. Given the real-time plant configuration, it eventually provides the time-
dependent risk level and importance measures for operation and maintenance
management. This paper focuses on the assessment method of time-dependent
importance measures and its risk-informed applications in real-time online risk
monitoring and management technology, including Fussell-Vesely (FV), risk
achievement worth (RAW), and risk reduction worth (RRW). In this study, the values of
component importance have been investigated with a time-dependent risk quantification
model, as well as the common cause failure treatment model. Here three options of
common cause failure treatment have been developed, assuming that the unavailability of
a component could be due to an independent factor (Option 1), a common cause factor
(Option 2), or an unconfirmed cause (Option 3). In the special case of “what if a component
is out-of-service” of the RAW numerator, a hybrid method for the RAW evaluation is
presented resulting in a balanced and reasonable RAW value. A simple case study was
demonstrated. The results showed that the absolute values and ranking order of time-
dependent importance not only reflected the effect of the cumulative state duration of
component on risk, but also comprehensively accounted for all possible situations of
component unavailability. Moreover, time-dependent importance measures improved and
provided novel insights for online configuration management, 1) ranking SSCs/events/
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human actions for controlling increased risk and optimizing near–term plans; and 2)
exempting or limiting temporary configurations during online operation.

Keywords: component importance measure, time-dependent, real-time online risk monitoring, common cause
failure, risk-informed operation and maintenance, configuration risk assessment

INTRODUCTION

Time-Dependent Characteristics of
Real-Time Online Risk Monitoring and
Management Technology
The safety and reliability of nuclear power plants (NPP) depend
on the inherent safety of reactor design, as well as the operational
safety under different operating conditions. The systems,
structures, and components (SSC) of NPP would experience
state changes due to random failures, maintenance, or
permanent design modifications. And the unavailability of
components may increase with operational time, which
imposes on the risk level during accident scenarios. Thus, it is
a fundamental requirement for online operation and
maintenance management to be kept informed of the current
risk level and importance measures (IMs) of NPP.

Real-time online riskmonitoring andmanagement technology
(RORMT) is based on a time-dependent living-PSA model and
an updated method of NPP (Zhang et al., 2015b). “Time-
dependent” refers to the impact of state duration on the
reliability of components. “Configuration” means the alignment
of the system, component state, environmental conditions, and
NPP scenarios. All of them affect the logical values of events
(normal, true, false) or reliability parameters (such as failure rate/
failure probability of component, frequency of initiating event (IE))
in the time-dependent living-PSAmodel, named as “RORMmodel”.

An integrated platform for nuclear power plant real-time
online risk monitoring and management (IRORM) was
developed as a generic tool for risk-informed operation, online
maintenance, and risk-informed management. It consists of four
interactive subsystems. The architecture of IRORM was
established as shown in Figure 1.

• The state monitoring and fault diagnostics system(SMF)
was developed to online monitor and identify the
operational states of systems and equipment with
running time. So it identifies the real-time configuration
of NPP via access to the digital I&C system in NPP.

• The reliability data online collection, analysis, and storage
system (RECAS) (Zubair and Zhang, 2011; Ma and Zhang,
2015) was developed to record state changes and failure
times of components. It can automatically update the failure
probability of components in time, and provide the
reliability parameters to the RORM model. In the long
run, it can provide long-term restoration of reliability
data for multi-units.

• The living-probabilistic safety assessment (LPSA) system is
used for modeling and updating an LPSA model. In case of
plant configuration changes or after a fixed period, it can
automatically be triggered to update the time-dependent

LPSA model in time. After that, a parallel computing engine
of IRORM would calculate minimal cut sets (MCS) and risk
metrics.

• A real-time online risk monitoring and management system
(RORM) is a risk monitor (RM) which is used for displaying
and evaluating time-dependent risk measures and other
related information.

PRA Importance Measures and Challenges
of Real-Time Online Risk Monitoring and
Management Technology
A variety of IMs were evaluated to identify the risk-significant
contributors (Gunnar and Jan, 1994; Kalpesh and Kirtee, 2017)
in PRA analysis, for instance, Fussell-Vesely (FV), risk achievement
worth (RAW), risk reduction worth (RRW), and Birnbaum
importance (Birnbaum, 1969). Among them, FV and RAW have
been commonly accepted in engineering practice for SSC
categorization (NRC, 2004). The computation of IMs is
performed at the level of reliability parameter, individual basic
event, event group, as well as component. The IMs of basic
events (BE) or components are ranked relatively (Kafka, 1997).
In terms of component importance, new measures were introduced
to reflect the risk fluctuation due to any events/parameters related to
a component, such as the differential importance measure (DIM)
(Borgonovo and Apostolakis, 2001), and the component DIM
(CPDIM) (Wang et al. 2008). And another treatment for
complex components uses a set of minterms (Dutuit and Rauzy,
2015). In the previous literature, several methods for component
RAW importance were discussed. For instance, the south Texas
project (STP) method (NRC, 2001a) and maximum method (NRC,
2001b) would overestimate the component RAW, while the NEI 00-
04 Rev.C method (NEI, 2002) and NEI 00-04 Rev.D method (NEI,
2003) significantly underestimates it. Here three previous methods
with respect to the RAW evaluation of components are briefly
reviewed including their limitations.

(1) The “direct method” was used for evaluating RAW directly
based on MCSs. For an event group {Z1,Z2, ...,Zk} of a
component, the unavailability of failure mode events in
the group were set as one. However, it was not
appropriate to extend the component RAW in this way
(Kuo and Zhu, 2012). First, the event group excludes the
CCF events of the component. Second, after the treatment of
the direct method, the cut sets should be minimalized again
with the Boolean laws of reduction.

(2) To improve the direct method, Check et al. (1998b) suggested
that all BE in the event group be replaced with the same
indicator, then the Boolean operation was performed to
remove the possible non-MCSs. This approach has been
widely applied in most risk monitors. However, it only
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concerned situations when the SSC-related BE can be
grouped as one module in fault trees (FT). It also believed
that the unavailability of components must be due to
independent reasons, and ignored the unavailability
situations arising from common cause factors.

(3) The balancing method (BM) (Kim et al., 2005) considering CCF
events was proposed to calculate the RAW importance of
components based onMartorell et al. (1996), as expressed inEq. 1.

RAW � 1 + FV(1 − p)
p

(1)

Here p � ∑k
w�1

Qw � pindependent events + pCCF events indicates the

sum of probabilities of all events related to a component,
including independent failure basic events and CCF events k is
the number of events. FV � FVindependent events + FVCCF events.

But the BM had certain limitations. First, Eq. 1 is derived on
the basis that the FV importance of a component is additive. But

the basis is insufficient under some circumstances as mentioned
in Discussion. Second, the BM is not conservative when the event
group of a component consists of more than one basic event. In a
word, the methods above were not fully applicable to RORMT.

The time-dependent IMs of components depend on the
component lifetime distribution (Borgonovo et al., 2016). They
could be evaluated at any time and the ranking order of themmay
vary with time. To give support for online operation and
maintenance, the time-dependent IMs of components should
be evaluated and updated in the RORM system whenever the
real-time configuration changes. However, some technical
challenges still exist in the importance analysis of RORM.

(1) It is necessary to investigate the evaluation method and
potential benefits of time-dependent IMs, which is
influenced by the time-dependent LPSA model.

(2) It is controversial to extend the importance of a basic event to
the level of multiple BE/components (Vaurio, 2011).

FIGURE 1 | Architecture of an integrated platform for nuclear power plant real-time online risk monitoring and management (IRORM).

Frontiers in Energy Research | www.frontiersin.org November 2020 | Volume 8 | Article 5847503

Xu et al. Time-Dependent IMs of Component

https://www.frontiersin.org/journals/energy-research
www.frontiersin.org
https://www.frontiersin.org/journals/energy-research#articles#articles


(3) It still lacks consensus on updating the CCFmodel in the case
of “what if a component is out-of-service,” such as the
numerator of RAW.
In this paper, we agree that both of the independent failure events

and CCF events should be considered. Since the unavailability of
components is possibly an independent failure, common cause
failure, or failure due to an unconfirmed cause, the treatment for
unavailability has to balance each assumption. When adjusting the
probability of CCF events, it is crucial to account for each
unavailability and specific plant configuration.

To solve the problems above, this paper is organized as
follows. First, since the time-dependent IMs are affected by
both the time-dependent risk and CCF updates, the two
mathematical models of risk quantification and CCF treatment
are introduced in Mathematical Model of Real-Time Online Risk
Monitoring and Management Technology. The time-dependent
IMs are presented in Time-Dependent Importance Measures,
including FV, RAW, and RRW. The IMs of an individual
event are developed to the level of basic event groups/
components. A hybrid method for RAW evaluation is
proposed by using the three options of CCF treatment in
Mathematical Model of Real-Time Online Risk Monitoring and
Management Technology. In Case Study, a simple case study is
given for demonstration. Time-Dependent Importance Measure
for Risk-Informed Decision Making illustrates what the time-
dependent IMs contribute to risk-informed decision making,
especially for configuration risk management.

MATHEMATICAL MODEL OF REAL-TIME
ONLINE RISK MONITORING AND
MANAGEMENT TECHNOLOGY

Risk Quantification in Real-Time Online
Risk Monitoring and Management System
The RORM model is a time-dependent LPSA model used for
online risk monitoring, which is established by event trees (ET)
and FT. Here the concept of time-dependence is explained in
Appendix A. Compared with other generic risk monitor models,
there are two main enhancements of the RORMmodel. First, the
unavailability of a component changes with its state and running
time in the RORM model (as illustrated in Appendix B) while
other RMs generally consider the unavailability of components
with a fixed mission time or fixed probability. Second, the CCF
modeling and updating methods are improved in the RORM
model. The CCF updating method on the alpha model (Zubair
and Amjad, 2016; Zhang et al., 2017) considered that the failure
causes (independent failure, common cause failure, and uncertain
cause failure) would influence the reduction of common cause
component group (CCCG) order and CCF event probability.

Under any of the following three situations, the RORMmodel is
triggered to update and calculate, according to the modeling and
updating rules described (Zhang et al., 2015a; Chen et al., 2020).

(1) Updating due to configuration changes: The structural
function Φ(Ζ) of the RORM model would be updated.

Φ(Z) can be expressed in the form of minimal cut sets
(MCS).

Φ(Z) � ∪
N

l�1
MCSl � ∪

N

l�1
∩
pl

k�1
Zl,k (2)

where N is the total number of MCSs (l � 1,2,3,. . ..N). Zl,k ∈ MCSl
is the kth event ofMCSl ,MCSl � {Zl,1,Zl,2, ...Zl,pl} is the lth MCS.
pl is the number of BE under MCSl (k � 1,2,3,...pl).

Besides, the state of equipment and state duration Ts are updated if the
configuration changes, and the probability of BE at time t Ql,k(t) (refers
to Q(t) mentioned in Table A2 of Appendix B) is automatically
calculated in time for quantifying the RORM model.
(2) Regularly updating: The structural function Φ(Ζ) does not

change. Even if no configuration changes, the RORM system
automatically updates the state duration Ts, and then
performs a risk calculation every few hours (generally
whenever operators change shifts).

(3) Reliability parameter updating: The structural function Φ(Ζ)
does not change in this case. The reliability parameters (such
as running failure rates and demand probability) are not
updated whenever the risk calculation is performed. The
classical estimation method and Bayesian estimation method
in updating reliability parameters (Atwood, 2003; Zubair
et al., 2011) are also utilized in RECAS. In addition, based
on the long-term restoration of failure data, RECAS could fit
a life distribution of components by a maximum estimation
method and a goodness-of-fit test. The results of updated
parameters are used in calculating the probability of BE.
Assume that: 1) all events (including independent failure

events and CCF events) in the RORM model are mutually
exclusive, i.e., Zm∩Zn � ϕ (m≠ n). 2) after the Boolean
operation, MCSs obtained are mutually disjoint.

Within the scope of level 1 PRA, the instantaneous risk metric of
NPP refers to the core damage frequency (CDF, per unit year). If any
possible IE occurs at the current moment t, CDF(t) estimates the
frequency of core damage given the real-time plant configuration
after a predefined mission time Tm. Based on Eq. 2, the time-
dependent risk measure CDF(t) can be quantified using rare event
approximation which is mathematically expressed as

CDF(t) �∑n
i�1

FIEi ·∑mi

j�1
P(CDi,j(t))

� F( ∪
N

l�1
MCSl(t) � 1)

�∑N
l�1
⎡⎣∏pl

k�1
Ql,k(t)⎤⎦

(3)

where F(·) is frequency and P(·) refers to probability. FIEi is the
occurrence frequency of IEi. n is the number of IEs, (i �
1,2,3,. . .n). CDi,j is the core damage sequence j in the event
tree of IEi. mi is the number of CD sequences under IEi (j �
1,2,3,. . .,mi). MCSl � {Zl,1,Zl,2, ...Zl,k, ...,Zl,pl} indicates the lth
MCS and pl is the number of events under MCSl (k � 1,2,3,...pl).

Note that: MCSl is composed of IE and failure events of
equipment. So F(MCSl(t) � 1) means the occurrence
frequency of MCSl , which is the product of all events in MCSl .
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If Zl,k is IE, then Ql,k(t) � FIE(t). If Zl,k is a failure event of
equipment,Ql,k(t) refers to the probability of a basic event at time
t (refer to Q(t) mentioned in Table A2 of Appendix B).

A set of BEs with similar attributes would constitute a BE group,
such as BE related to a component, system, or safety function. For
instance, a BE group {Z1,Z2, ...,Zk} of component C. Then BEs of
the same component would not appear in one MCS simultaneously
after the Boolean operation. For example, a CCCG consists of failure
events of three redundant components A, B, and C. The
independent failure event of A (denoted as AI) and CCF events
of B and C (denoted as CBC) may occur in the same MCS, but CI,
CAC, CBC, and CABC of component C would not appear in the same
MCS. Likewise, a basic event may occur in multiple accident
sequences, but it only appears in an accident sequence at most once.

For an event group {Z1,Z2, ...,Zk} of a component C, the risk
metric CDF(t) would be expressed by a linear function as Eq. 4.

CDF(t) � ∑k
w�1

Aw(t)Qw(t) + B(t) (4)

where Zw (w � 1, 2, ...k) is an event related to C. If any Zw is
within a CCCG, then the BE group includes both the independent
failure events and CCF events which consist of multiple BE.
Qw(t) is the time-dependent probability of Zw at time t. Here
Qw(t) is the same as Q(t) mentioned above.

∑k
w�1

Aw(t)Qw(t) � ∑k
w�1

F( ∪
Zw ∈ MCSl

MCSl(t) � 1)
� ∑k

w�1
∑

Zw ∈ MCSl

F(MCSl(t) � 1)) (5)

Note that the first term refers to the sum of frequencies ofMCSs
containing any event in the event group. The second term B(t) is
the probability of other MCSs. Aw(t) indicates that the occurrence
probability of MCSs containing Zw in the case of Qw(t) � 1.

Common Cause Failure Treatment of
Unavailability
In this section, three options of what if treatment of
unavailability are derived by solving the RORM model with
adjusted CCF probability, reflecting the knowledge that a
component is out of service. They provide a new idea
considering CCF to quantify the what if risk of RAW
numerator and RRW denominator.

For an n-order CCCG, the probability of k component failures
and total failure probability are expressed in Eqs 6, 7. (1≤k≤n)

Q(n)
k � Q(n)

k0 +∑l
j�1

Q(n)
kRj

� (p0)k(1 − p0)n− k +∑l
j�1

η
Rj
k P(Rj) (6)

Q(n)
t �∑n

k�1
Ck−1
n−1Q

(n)
k (7)

where Q(n)
k is the probability of k component failures of n-order

CCCG. Q(n)
t is the total failure probability of a component in

CCCG.Q(n)
k0 � (p0)k(1 − p0)n− k is the probability of k component

independent failures of n-order CCCG.

Q(n)
kRj

� η
Rj

k P(Rj) is the probability of k component failures of
n-order CCCG due to common cause factor Rj(j � 1, 2, ...l).ηRj

k is
the coupling factor of k specific components due to common
cause Rj(j � 1, 2, ...l), especially R0 is the independent failure
factor. P(Rj) is the probability of common cause
Rj(j � 1, 2, ...l). p0refers to the independent failure probability.

Option 1: what if unavailability of SSC due to independent
factor

The independent factor refers to independent failure, or other
preventive maintenance, or tests. When i specific components are
identified to be unavailable, the probability of CCF events essentially
remains, but they are reorganized to a new CCF event group.

Q(n−i)
t � Q(n)

t

Q(n−i)
k � ∑i

m�0
Cm
i Q

(n)
k+m

,
i � 1, 2, ..., n − 1;
k � 1, 2, ..., n − i

(8)

where Q(n−i)
t is the failure probability of a component in CCCG,

given the fact that i independent failures have occurred. Q(n−i)
k is

the probability of k component failures of n-order CCCG, given
the fact that i independent failures have occurred.

Thus, it is required to regenerate CCF events and update their
probabilities, without updating CCF parameters in this case.

Option 2: what if unavailability of SSC due to common
cause factor

Suppose that a certain common cause factor Rp(p � 1, 2, ...l) is
known to happen, then P(Rp) � 1.

Q̃(n)
kRp

� Q(n)
kRp

P(Rp) (9)

From Eq. 9, when a known common cause factor Rp(p �
1, 2, ...l) happens and it leads to failures of i components (i ≤ n),
the probability of other remaining CCF events becomes a
conditional probability, given the fact that i components failed
due to Rp.

Q̃(n)
k Rp � Q(n)

k0 +∑l
j�1

Q̃(n)
kRp

� (p0)k(1 − p0)n− k + ∑l
j�1,j≠ p

η
Rj
k P(Rj) + η

Rp
k

∣∣∣∣∣∣∣∣∣∣
(10)

For i failures of n-order CCCG due to Rp, the new failure
parameters are written as Eqs 11, 12.
i � 1, 2, ..., n − 1; k � 1, 2, ..., n − i.

Q̃(n−i)
k Rp � ∑i

m�0
Cm
i Q̃

(n)
k+m Rp � ∑i

m�0
Cm
i [Q(n)

(k+m)0 +∑l
j�1

˜Q(n)
(k+m)Rj Rp

⎤⎥⎥⎦
∣∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣∣

� ∑i
m�0

Cm
i [Q(n)

(k+m) + Q(n)
(k+m)Rp(

1 − P(Rp)
P(Rp) )⎤⎥⎥⎦ (11)

Q̃(n−i)
t � Q(n)

t +∑n
k�1

Ck−1
n−1Q

(n)
kRp

1 − PRp

PRp

(12)
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where Q̃(n−i)
k |RP

is the conditional probability of k component
failures of n-order CCCG with the fact that i failures occurred,
because of the common cause factor RP(p � 1, 2, ...l).

From Eqs 11, 12, the probability of a CCF event due to a
common cause factor is higher than that of an independent factor,
that is, Q̃(n−i)

t >Q(n−i)
t and Q̃(n−i)

k >Q(n−i)
k . So Option 2 is more

conservative than Option 1.
Option3:what if unavailability of SSCdue to unconfirmed cause
During the online operation of NPP, it is often impossible to

detect the reasons why a component is unavailable (except for
some voluntary planned activities such as preventive
maintenance and periodic testing). Thus, it is suggested to
estimate the probability of CCF events due to unconfirmed
causes using the expected value of Option 1 and Option 2.

Given that i components have become unavailable (i � 1, 2, . . .,
n−1), the conditional probability of Rj(j � 0, 1, 2, ...l) which lead
to the unavailability is written as

P(Rj|i) � P(Rj)P(i∣∣∣∣Rj)
P(i)

� Q(n)
iRj

Q(n)
i

�

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(p0)i(1 − p0)n− i
(p0)i(1 − p0)n−i + ∑l

j�1
η
Rj
i P(Rj) j � 0

η
Rj
i P(Rj)

(p0)i(1 − p0)n−i + ∑l
j�1

η
Rj
i P(Rj) j � 1, 2, ..., l

(13)

where η
Rj

i is the coupling factor of i components due to cause
Rj(j � 0, 2, ...l), especially R0 is the independent failure factor.

From Eq. 13, we can obtain the expected probability value of
events as Eqs 14, 15.

E(Q(n−i)
k ) �∑l

j�0
P(Rj|i)Q(n−i)

kRj

�
(p0)i(1 − p0)n− i ∑i

m�0
Cm
i Q

(n)
k+m + ∑l

j�1
∑i
m�0

η
Rj
i P(Rj)Cm

i [Q(n)
k+m + 1 − P(Rj)

P(Rj) Q(n)
(k+m)Rj

⎤⎥⎦
(p0)i(1 − p0)n−i + ∑l

j�1
η
Rj
i P(Rj)

(14)

E(Q(n−i)
t ) �∑l

j�0
P(Rj|i)Q(n−i)

t

� (p0)i(1 − p0)n− i

(p0)i(1 − p0)n−i + ∑l
j�1

η
Rj
i P(Rj)Q

(n)
t

+
∑l
j�1

η
Rj
i P(Rj)⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣1 + [1 − P(Rj)] ∑n

k�1
Ck−1
n−1η

Rj
k

Q(n)
t

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦Q(n)
t

(p0)i(1 − p0)n−i + ∑l
j�1

η
Rj
i P(Rj)

� Q(n)
t ·

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
1 +
∑l
j�1

η
Rj
i P(Rj)

[1 − P(Rj)] ∑n
k�1

Ck−1
n−1η

Rj
k

Q(n)
t

(p0)i(1 − p0)n−i + ∑l
j�1

η
Rj
i P(Rj)

⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭
(15)

Based on three basic parameter models for CCF analysis
(Mosleh et al., 1998), Option 3 is further developed as follows:

(1) For a β-factor model, if i components are known to have
failed, the reason for i failures must be due to an independent
factor. So the CCF event probability of the (n-i) remaining
components does not change.

⎧⎪⎨⎪⎩
Q(n−i)

1 � (1 − β)Qt

Q(n−i)
n−i � βQt

Q(n−i)
t � Q(n)

t

i � 1, 2, ...n − 1 (16)

(1) For an α-factor model (non-staggered testing scheme):

E(Q(n−i)
k ) �

(p0)i(1 − p0)n− iQ(n−i)
k0 + ∑i

m�0
η
Rj
i P(Rj)Cm

i [ n
Ck+m
n

αk+m
αt
Qt + 1−P(Rj)

P(Rj) Q
(n)
(k+m)Rj]

(p0)i(1 − p0)n−i + ∑l
j�1

η
Rj
i P(Rj)

(17)

For an α-factor model (staggered testing scheme):

E(Q(n−i)
k ) �

(p0)i(1 − p0)n− iQ(n−i)
k0 + ∑i

m�0
η
Rj
i P(Rj)Cm

i [ αk+m
Ck+m−1
n−1

Qt + 1−P(Rj)
P(Rj) Q

(n)
(k+m)Rj]

(p0)i(1 − p0)n−i + ∑l
j�1

η
Rj
i P(Rj)

(18)

(1) For an MGL model:

E(Q(n−i)
k ) �

(p0)i(1 − p0)n− i ∑i
m�0

Cm
i Q

(n)
k+m + ∑l

j�1
∑i
m�0

η
Rj
i PRjC

m
i [ 1

Ck−1
m−1
(∏k+m

i�1 ρi)(1 − ρk+m+1)Qt + 1−PRj
PRj

Q(n)
(k+m)Rj]

(p0)i(1 − p0)n−i + ∑l
j�1

η
Rj
i PRj

(19)

where ρi �

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1 i � 1

∑m
k�i

Ck−1
m−1Qk

∑m
k�i−1

Ck−1
m−1Qk

i � 2, 3, ...,m

0 i>m

, that is,

ρ1 � 1, ρ2 � β, ρ3 � c, ρ4 � δ, ..., ρm+1 � 0

For practical considerations, U.S. NRC has proposed methods for
CCF treatment. For instance, Appendix E.3 of NUREG/CR-5485
(Mosleh et al., 1998) discussed about the condition that one of the
components in the CCCG has failed or is under preventive
maintenance. But there are two main deficiencies. First, the
manner of CCF modeling for a three-order group in the report is
“a single common cause basic event (CABC) and three BE (AI, BI, CI)”.
This is different from what is currently used in NPP CCF analysis.
Second, the approximations of Eqs E.11, E.12 of NUREG/CR-5485
in the report are not valid.

The Risk Assessment of Operational Events handbook (NRC,
2017) had eight CCF treatment cases based on the SAPHIRE
software (NRC, 2011). In RASP, given an observed failure of a
component in the CCCG, the general consideration is to set the
BE of a failed component to TRUE and apply the conditional CCF
probability using the original CCF parameter without updating
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(e.g., α2 for CCCG � 2, α3 for CCCG � 3). That is not appropriate,
no matter that the observed failure is because of an independent
factor, or a common cause factor.

We have known that the output of RORM might change
significantly due to CCF. However, the critical CCF data are hard
to obtain. Thus, the following two CCF engineering treatments
are applied to the development of IRORM.

• CCF engineering treatment #1: Given a detected random
failure of a component

In most cases, it is difficult to quickly determine the failure
mode of a failed component online, especially to identify whether it
is due to independent failure or CCF. Thus, a tradeoff approach is
proposed as follows: for the failed component, set the intermediate
event of component “A fails” to be true. For the other components
B and C of the same CCCG, the probabilities of certain CCF events
(such as CAC, CAB, CABC) are divided by the unavailability Q(t).

• CCF engineering treatment #2: Given preventivemaintenance/
periodic testing whichwill lead component A to be unavailable.

In this case, the equipment is unavailable due to independent
reasons, but not due to failure. So the basic event “unavailability
due to test or maintenance” of A is set to true while the
probabilities of CCF events stay the same.

Another possible solution of CCF treatment #2 is to quantify
the Boolean function of the RORM model. First, delete all
possible BE of component A, and regenerate new CCF trees of
comparable components in CCCG. Then update the CCF event
probabilities as Option 1 is introduced.

TIME-DEPENDENT IMPORTANCE
MEASURES

The time-dependent IMs are influenced by the RORM model at
time t, but also the CCF treatment, as shown in Figure 2. The
importance analysis in PRA is mostly performed based on
individual BE or parameters, such as FV (Fussell and Vesely,
1972; Fussell, 1975), RAW, and RRW (Vesely et al. 1986). But for
risk-informed applications, the IMs are evaluated to identify the
risk-significant SSCs. Thus, in the next section, the time-
dependent IMs are defined and evaluated at different levels
(basic event, basic event group, and component).

Time-Dependent Fussell-Vesely
Importance
The time-dependent FV importance of a basic event Zw is defined
as the proportion of the probabilities of all MCSs containing Zw to
the time-dependent risk metric, expressed by Eq. 20.

FVZw(t) �
P( ∪

Zw ∈MCSl
MCSl))

P(∪N
l�1 MCSl)) � 1 − R−

w(t)
R(t) (20)

where ∪
Zw ∈ MCS

l

MCS
l
is the union of MCSs containing Zw. N is the

total number of MCSs. R(t) is the time-dependent risk metric of
real-time configuration.

R−
w(t) is the real-time risk level when the Boolean variable of

Zw is set to false, or the failure probability of Zw is set to zero.
For an event group {Z1,Z2, ...,Zk} of component C, it is

expressed as Eq. 21.

FVc(t) � FV( ∪
k

w�1
Zw) � ∑

k

w�1
Aw(t)Qw(t)
CDF(t) (21)

where Aw(t) indicates the occurrence probability of MCSs which
includes Zw in the case of Qw(t) � 1.

In consideration of engineering practice, FV importance of an
individual event which is related to the same component are
ranked together, including failure mode events and CCF events. If
the FV importance of component C ranks high among
components for the current configuration, its preventive
maintenance should be preferentially implemented. The
operators should be reminded to pay special attention to the
components with top FV ranking orders.

Time-Dependent Risk Achievement Worth
Importance
The time-dependent RAWZw(t) is expressed as the ratio of
R(T∣∣∣Qw(t) � 1) to the time-dependent risk level, as shown in Eq. 22.

RAWZw(t) �
R(T|Qw(t) � 1)

R(t) (22)

where T is the top event of system failure. Qw(t) is the failure
probability of Zw.

R(T∣∣∣Qw(t) � 1) is the real-time risk level what if Zw does not
exist in FT. That is, the Boolean variable of Zw is set to true, or
Qw(t) is set to one.

Note that when calculating R(T∣∣∣Qw(t) � 1), other BEs which
have interdependencies with Zw are possibly influenced. For
example, if Zw indicates the CCF failure of component A and
B, then the other events of CCCG should be updated.

For an event group {Z1,Z2, ...,Zk} of component C, RAWC(t)
is independent of Qw(t), as indicated in Eq. 23.

RAWC(t) � CDF(t)C+

CDF(t) �
∑k
w�1

Aw(t) + B(t)
CDF(t) (23)

where Aw(t) indicates that the occurrence probability of MCSs
including Zw in the case ofQw(t) � 1. B(t) is the sum of frequencies
of MCSs that does not contain any event in the event group.

In consideration of engineering practice, RAWC(t) is
quantified based on the MCS results of real-time
configuration, but the manner of quantification is different
under the following two situations.

(1) To avoid certain failures of components: RAWC(t) refers to the
situation what if C failed. Thus, the individual BE of C are
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updated according to Table A2 of Appendix B. And the CCF
events related toCwould follow theCCF engineering treatment
#1 in Common Cause Failure Treatment of Unavailability.

(2) To prioritize the near-term planned activities of components:
RAWC(t) refers to the situation if component C was in
maintenance/testing. Thus, the individual BE should be
updated according to Table A2 of Appendix B. And the CCF
events related to C would follow the CCF engineering treatment
#2 in Common Cause Failure Treatment of Unavailability.

Time-Dependent Risk Reduction Worth
Importance
The time-dependent RRWZw(t) is expressed as a ratio of the time-
dependent risk level to R(T∣∣∣Qw(t) � 0), as shown in Eq. 24.

RRWZw(t) �
R(t)

R(T|Qw(t) � 0) (24)

where R(T∣∣∣Qw(t) � 0) is the risk level assuming that Zw is perfect,
i.e., Zw� False or Qw(t) � 0.

For an event group {Z1,Z2, ...,Zk} of component C, we can see
that RRWC(t) is independent of Qw(t), as shown in Eq. 25.

RRWC(t) � CDF(t)
CDF(t)c− � CDF(t)

B(t) (25)

where B(t) is the sum of MCSs that does not contain any event in
the group.

The RRW importance of unavailable components answers
what would happen if it is perfect. Thus, the ranking of RRW can
be used to prioritize the maintenance actions.

Since the failure events of unavailable components no longer
exist in MCSs, RRW importance of an unavailable component is

quantified using MCSs “zero-repair configuration,” in order to
find out the missing MCSs. Here “zero-repair configuration” is a
virtual configuration with all equipment available, it is predefined
by PRA analysts and safety engineers.

The procedures of quantifying RRWC(t) are as follows:
Step 1 Obtain the MCS analysis results of the zero-repair

configuration.
Step 2 Except for C, the states of other components are set to

their real-time states, in order to generate new MCSs in case
component C becomes available again. The logical value of its
BE should be consistent with its state, as listed in Table A2 of
Appendix B.

Step 3 For component C, its state duration Ts is reset to zero,
while the state duration of other components remains unchanged.
Update the unavailability of failure events of C.

Step 4 Calculate B(t) with new MCSs.
Step 5 Determine the RRW of an unavailable component by

using the ratio of CDF(t) and B(t).

DISCUSSION

If an IM of the union of an event group is the sum of the IMs
of the individual BE, then the IM is “additive,” as expressed in
Eq. 26.

IM( ∪
k

w�1
Zw) � ∑k

w�1
IM(Zw) (26)

For a general event group G � ∪k
w�1 Zw, the importance of G is

quantified depending on how these events are modeled in FT.

FIGURE 2 | The evaluation process of time-dependent importance measures.
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(1) When Z1,Z2, ...,Zk are connected by an OR gate, FV
importance of G is the sum of all individual event FVs,
that is, FV is additive in this case.

FVG(t) � ∑k
w�1

FVZw(t) (27)

(2) When Z1,Z2, ...,Zk are connected by an AND gate, FV
importance of G is equivalent to the FV of any individual event.

FVG(t) � FVZ1(t) � FVZ2(t) � ...FVZw(t) � ... � FVZk(t) (28)

(3) In general, if multiple BE are not modeled in a modular FT,
there is no certain connection between the FV importance of
G and those of individual BE.

FVG(t)≠ ∑k
w�1

FVZw(t) (29)

It is observed that in the latter two cases, the time-dependent
FV importance of G cannot directly sum up the importance of
individual BE. Specifically, in most cases, BEs of a component are
inputs of OR gate in the RORM model. Thus Eq. 27 is generally
used for the FV of a component.

For any of the three situations, neither of the RAW and RRW
for an event group are additive, as expressed in Eqs. 30, 31.

∀w � 1, 2, 3, ...k, RAWG(t)>RAWZw(t)

and RAWG(t)≠ ∑k
w�1

RAWZw(t)
(30)

∀w � 1, 2, 3, ...k, RRWG(t)>RRWZw(t)

and RRWG(t)≠ ∑k
w�1

RRWZw(t)
(31)

HYBRID METHOD FOR TIME-DEPENDENT
RISK ACHIEVEMENTWORTH EVALUATION

The RAWC(t) of available components should be both
configuration-dependent and time-dependent. The quantification
of the time-dependent RAW importance of a component focuses on
how to calculate the “what if risk” level as the numerator of RAWC(t)
. The treatment of “A component is unavailable” for the
numerator of RAW does not mean that “the component does
not exist or is removed from the PRA model.” Because “a
component is out of service” gives a conditional CCF
probability for the remaining components changed according
to what type a basic event is. When a component is just out of
service with an unconfirmed cause, the component could be out
of service due to a common cause factor or due to an independent

cause (such as independent random failure, preventive
maintenance, or a periodic test).

How to deal with the CCF issue in “what if” is a controversial
and tough problem. For a given event group or a component, it
should include all related BE and CCF events. But when the logical
value of a CCF event is true, it means that two ormore components
have failed due to a common cause. The probability of other CCF
events may become a conditional probability given the known
failures in the CCCG. For example, if one of the CCCG elements
(such as component C in a three-order CCCG) has been just out of
service, the probability of a CCF event which associates C with
other components (such as CBC, CAC, and CABC) will increase.

Thus, the reasons for the unavailability of SSC C in CCCG
include: 1) a what if independent cause; 2) a common cause
factor; and 3) an unconfirmed cause.

Considering the “what if” assumptions of CCF events, a hybrid
method to deal with independent failure events and CCF events is
proposed to quantify the RAW importance of SSC. The
procedures of the hybrid method are shown in Figure 3.

Step 1: Update the RORM model according to the real-time
plant configuration at time t. The updating rules are concerned
with the Boolean function updating of system failure. Qualify the
MCSs based on the updated Boolean function of the system.

Step 2The reliability data from the RECAS system are given to
quantify the failure probability of failure mode events (refer to
Table A2 of Appendix B), CCF events, and IEs, etc. As a result,
the risk measures such as CDF(t) are quantified.

Step 3For SSC C, identify all the events Zw(w � 1, 2, 3..., k)
associated with SSC C. Here Zw consists of failure mode events ZB

w
and CCF events ZC

w .
Step 4Update the probability of MCSs under the assumption

of “C is out of service.” For CCF events ZC
w , there are three

options of what if treatment considering CCF. It requires an
update in the failure probability of ZC

w as introduced in
Common Cause Failure Treatment of Unavailability. For
failure mode events ZB

w, the failure probability is set to 1. If
the failure mode events of SSC C is negated within MCSs, then
its failure probability is set to 0.

Aw(t) �
P⎛⎝ ∪

ZB
w ∈MCSl

MCSl⎞⎠
Qw(t) (32)

Step 5Calculate CDF(t)C+
based on the updated MCS and

new failure probabilities of all events, as the numerator of
RAWC(t).

CDF(t)C+ � ∑k
w�1

Aw(t) + B(t) (33)

Step 6The final result RAWC(t) is calculated.
RAWC(t) � CDF(t)C+

/CDF(t) (34)
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CASE STUDY

Description
A typical fluid system (Figures 4A) consists of three redundant
pump trains. Each train has a 100% pump and its related valve. In
normal conditions, at least one pump train of the system supplies
water to other systems. P1, P2, and P3 are three redundant and
identical electric pumps. The running state of an electrical pump
is continuously monitored online, but its standby state cannot be
monitored. V1, V2, and V3 are check valves to control the fluid of
each pump train. All valves are non-online monitored equipment.
When a pump is running/standby, the related valve of the train is
open/closed. When the pump is tested/repaired, then the whole
pump train (including the related valve) will be out of service for
test/maintenance. When the pump happens to fail, the related
valve will be automatically triggered to close. The operating pump
train normally switches every 30 days-45 days.

Assumptions and Simplifications:

(1) If the equipment is not online monitored, the last moment to
confirm availability is the moment of on-demand action or
the end moment of periodic testing/preventive maintenance.

(2) No failure occurs when switching the operating pump train,
and no demand failure occurs when a valve transfers its state.

(3) All equipment is available and perfect at t � 0. The pump train #1
is restored to operation. The other two pump trains are in standby.

(4) The mission time of all equipment Tm � 24 h. In this case, the
time-dependent risk of the system is a conditional failure
probability of the system after the future mission time Tm

based on the real-time plant configuration.
(5) The top event of the FT model is “all the pump trains of the

system fail to supply water to other systems.”
(6) Only the CCCG of “pump operating failure” is considered in

the FT model.

FIGURE 3 | Procedures of the RAW importance calculation of SSC C.
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(7) The risk calculation of the system is triggered whenever the
configuration changes, and it is regularly calculated every
120 h if the configuration stays the same.

During a 3-month (2,160 h) operation, the system experienced
multiple configuration changes as shown in Figures 4B. Train 1 is
running, trains 2 and 3 are in standby from t � 0. At t � 720 h,
train 1 switches to standby, and train 2 begins to operate. At the
same time, V1 becomes closed and V2 becomes open. At t �
1,008 h, the standby pump train 3 starts to carry out a periodic
test. At t � 1,080 h, P2 fails randomly. Train 3 changes from
standby to operation. Then train 2 enters into online
maintenance. At t � 1,440 h, P2 returns to standby, and pump
train 3 continues to run.

RESULTS AND DISCUSSION

Time-Dependent Risk Evaluation
To demonstrate the time-dependent probabilistic model, the
Weibull and exponential distributions of components are used
as two examples. If the life distribution of the equipment is
exponential, the failure rate is constant. If the life distribution of
the equipment follows other continuous distributions such as
Weibull distribution, the failure rate varies with time. The
reliability parameters of the two examples are listed in Table 1A.

The insights of risk are inaccurate in current RMs. First, PRA
data used by RMs are based on the assumption that the “time to
failure” of continuous operating equipment is exponentially
distributed, that is, the estimated value of failure rate λ(t) is
constant. Second, for a predefined mission time of the system, the
risk level is only dependent on the plant configuration regardless

of state duration, so the risk is constant under the same
configuration. From the black lines of Figures 5A, B, we
found out that no matter what distribution the life of
equipment is, the risk levels of different configurations are
almost the same as long as the combination of available
equipment is the same, such as Config.1, Config.2, and
Config.5. Based on the above risk information of RM, we can
infer that the operating equipment is allowed to operate
continuously, with no requirements of periodic testing/
preventive maintenance or regularly switching between
redundant units. That is obviously in contrast with the
engineering experience of NPP.

The system risk of RORM varies with plant configuration and
equipment unavailability. It is a sort of saw-tooth type. Take the
blue line of Figures 5A as an example. For Config.1 (train 1 is
running, train 2 and 3 are standby), the risk rises rapidly from
baseline risk 1.860e-18 to 2.430e-13. At t � 720 h, train 1 switches
to standby, and train 2 begins to operate. At the same time V1

turns to closed and V2 turns to open. For configuration 2, firstly
the risk drops to 2.019e-18, which is quite close to the baseline
risk, then it increases to 1.751e-14. At t � 1,008 h, the standby
pump train 3 starts to carry out a periodic test. For Config.3, the
redundancy of the system is reduced, so the risk suddenly
increases to 6.794e-10. During the test, the risk rises until the
end of test. After the test of train 3, the state durations of P3 and
V3 are both reset. At t � 1,080 h, P2 fails randomly. The standby
train 3 is put into operation. Then train 2 enters into online
maintenance. After the maintenance of train 2, the state durations
of P2 and V2 are both reset. For Config.4, the risk drops to 8.954e-
14 due to P2 failure, then it increases to 1.3980e-9 with the
continuous operation of train 3. At t � 1,440 h, P2 returns to

FIGURE 4 | Description of fluid system. (A) A fluid system of three redundant pump trains. (B) Plant configurations in three months.
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standby, and train 3 continues to run. For Config.5, the risk steps
down to 3.1510e-14, and then gradually climbs to 2.633e-11.

The RORM model brings novel risk insights based on the
effect of cumulative state duration. Even if the plant configuration
remains, the risk also increases with the system running time. By
comparison of Config.1, 2, and 5, it is clear that even if the
combination of available equipment is the same, the risk levels of
different configurations vary from each other. Thus, it is
necessary to carry out periodic testing, inspection,

maintenance, and switching regularly in order to keep the risk
level within an acceptable range.

As mentioned in Time-Dependent Fussell-Vesely Importance,
the FV importance values of equipment for Config.1 and 2 are
calculated according to the parameters in Example 1, as shown in
Figure 6. We can see that the characteristics of time-dependence
greatly affect the absolute value of FV. More importantly, the
relative rankings of them also change with time. Note that in
Config.1, FVP2(t) � FVP3 (t),FVV2 (t) � FVV3 (t).

FIGURE 5 | Comparison of risk profile between RORM and other RMs. (A) Example 1-Weibull distribution. (B) Example 2-Exponential distribution.

TABLE 1A | Reliability parameters of failure events.

Component Failure mode Example 1 Example 2

Distribution Parameter Distribution λ (h-1) Pd

P1, P2, P3 FO Weibull a � 3,000,b � 4 Exponential 3.0e-5 ——

FD —— 2.10e-5 —— —— 2.10e-5
FB Weibull a � 12,500, b � 4 Exponential 2.00e-5 ——

V1, V2, V3 RPO Weibull a � 50,000, b � 3 Exponential 1.00e-5 ——

RPC Weibull a � 50,000, b � 3 Exponential 1.00e-5 ——

Notes.
1) For pumps, FO—failure during operation; FB—standby failure; FD—failure on demand
2) For valves, RPO—not keep position at open; RPC—not keep position at closed
3)Two-parameter Weibull distribution

f (x; a, b) �
⎧⎪⎪⎪⎨⎪⎪⎪⎩

b
a
(x
a
)b−1e−(x

a)b , x ≥ 0

0 , x < 0

where a is the scale parameter and b is the shape parameter.
So the probability of a basic event under Weibull distribution is written as

F(t) � 1 − exp( − (TS + TA + Tm)b − Tb
S

ab
)

The failure probabilities of the same event in different configurations increase with the state duration of the equipment.
4) λ: failure rate; Pd: the probability of failure on the demand of pumps
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For the RRWcalculation, since the components in the same pump
train are in series, the RRW values of these unavailable components
are equal. For instance, RRW(P3) � RRW(V3)≈1 for the Config.3.

Common Cause Failure Treatment Options Imposed
on Risk Achievement Worth
Example 1 (Weibull distribution) is used in this section for the
validation of CCF treatment options. The BE P1-FO, P2-FO, and
P3-FO make up a CCCG (CCCG3_FO). The size of CCCG n � 3
with common cause factors l � 2. Table 1B gives the parameters
of CCCG at several different time points. The total failure
probability Q(n)

t corresponds to the time-dependent
probabilistic model of BE in Table A2 of Appendix B.

Note that the CCF model and parameters in the current PRA
model are based on statistical failure data and symmetrical
assumptions. But in the RORM model, the failure probabilities
of three components in the CCCG would be asymmetrical due to
different state duration. In this case, to simplify CCF consideration,
Q(3)

t is assumed to be the biggest value of the three conservatively.

Q(3)
t (t) � max{QP1−FO(t),QP2−FO(t),QP3−FO(t)} (35)

The coupling mechanism in CCCG might be location-related,
operational-related, maintenance-related, and manufacturer-
related, etc. The CCF coupling factors η

Rj

k , independent failure
probability p0, and the conditional probability of common cause
factor P(Rj) might depend on state duration. In this case, η

Rj

k is
assumed to be manufacturer-related, which does not vary
with time.

If A, B, and C are BE P1-FO, P2-FO, and P3-FO respectively,
the probability of failure event is expressed as

Q(3)
1 � P(A) � P(B) � P(C) � (p0)(1 − p0)2 +∑2

j�1
η
Rj
1 P(Rj)

(36)

Q(3)
2 � P(AB) � P(AC) � P(BC) � P(BD) � P(CD)

� (p0)2(1 − p0) +∑2
j�1

η
Rj
2 P(Rj) (37)

Q(3)
3 � P(ABC) � (p0)3 +∑2

j�1
η
Rj
3 P(Rj) (38)

FIGURE 6 | FV importance of component (Config.1 and 2).
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Q(3)
t � Qt(A) � Qt(B) � Qt(C) � Q(3)

1 + 2Q(3)
2 + Q(3)

3 (39)

where Q(3)
t is the total failure probability, Q(3)

i (i � 1, 2, 3)
indicates the probability of the failure event of specific
component(s) due to either independent failure factors or
common cause factors.

The results of three CCF treatment options are shown in
Table 2 if one of components in CCCG is unavailable (i � 1) at t
� 120 h. As for the updated probabilities of CCF events in
CCCG, Option 2 and Option 3 are greatly larger than those of
Option 1, because the conditional probability of a CCF event
would rise due to the occurrence of a common cause factor. So
it is proven that the engineering practice of Option 1 is not
conservative.

In RORMT, the numerator of the RAW importance of a
component is mainly influenced by what if treatment
considering CCF. That is different from other risk monitors.
The results of different methods are compared in Tables 3A–C at
different time points. Here NUREG/CR-5485 refers to Appendix
E3.1 without approximation in this report. RASP refers to the
CCF treatment case 1 (when observed failure with the loss of
function of one component in the CCCG). By comparing the
results in Tables 3A–C, it can be seen that:

(1) For components out of CCCG, RAWs of all methods are
almost the same. But for a component in the CCCG, RAW
importance values of different methods vary greatly. The
direct method only treats with the failure mode events of
the component, whose result is not accurate as discussed in
PRA Importance Measures and Challenges of Real-Time
Online Risk Monitoring and Management Technology. The
other methods consider both CCF events and failure mode
events.

(2) If a basic event of a component is within a CCCG, such as P1-
FO, P2-FO, and P3-FO, the RAW values of that component
calculated by the BM and the NUREG/CR-5485 method, are
at least two orders of magnitude higher than the other
methods. The RAW result obtained by NUREG/CR-5485
is very large, because it does not distinguish the failure cause
of the component. The probabilities of all CCF events in
CCCG are divided by the total failure probability of the
component. And the basic event probability (such as P2-FB)
is set to 1. Thus, the components within CCCG are always at

the top of the RAW ranking list. However, these results may
mislead the operator actions.

(3) Since the CCF treatment of the RASP method and Option 1
are similar, the RAW results of the two methods are quite
similar. They both set the failure mode basic event of that
component to TRUE and adjust the CCF event probability.
The difference is that RASP updates the CCF parameters
based on the reduced size of the CCCG, while Option 1
updates the CCF event probability by grouping the time-
dependent events into a new CCCG.

(4) For Option 2, the conditional probability of CCF events given
a specified common cause factor contributes to the high
RAW value. Option 3 in the hybrid method results in the
expected value of Option 1 and Option 2. Besides, it is
difficult to identify the real cause of failure (independent
cause or common cause) as soon as failure happens. It
requires more maintenance and inspection work to detect
the failure cause. Thus, Option 3 makes sense for online
applications of RORMT.

(5) Comparing the results at different times in Config.1, it is found
that the absolute values and ranking order of component
RAW would change with time for a certain configuration.

TIME-DEPENDENT IMPORTANCE
MEASURE FOR RISK-INFORMED
DECISION MAKING
Based on the current plant configuration, the time-dependent
IMs of RORM would provide risk insights in the following three
groups of activities: 1) ranking SSC activities and human actions
for prioritizing maintenance or tests and 2) exempting or limiting

TABLE 1B | Parameters of CCCG (P1-FO,P2-FO,P3-FO).

t/h 0 120 240 360 480 600 720

Q(3)
t 4.096e-9 2.748e-6 1.901E-5 6.107e-5 1.412e-4 2.717e-4 4.649e-4

P0 1.451e-9 2.722e-6 1.897E-5 6.102e-5 1.411e-4 2.716e-4 4.647e-4
P(R1) 8.000e-5 4.000e-4 6.000E-4 8.000e-4 1.200e-3 1.600e-3 2.000e-3
P(R2) 2.000e-5 1.000e-4 1.500E-4 2.000e-4 3.000e-4 4.000e-4 5.000e-4
ηR1
1 5.000e-5 5.000e-5 5.000e-5 5.000e-5 5.000e-5 5.000e-5 5.000e-5

ηR1
2 4.500e-6 4.500e-6 4.500e-6 4.500e-6 4.500e-6 4.500e-6 4.500e-6

ηR1
3 2.500e-6 2.500e-6 2.500e-6 2.500e-6 2.500e-6 2.500e-6 2.500e-6

ηR2
1 1.200e-5 1.200e-5 1.200e-5 1.200e-5 1.200e-5 1.200e-5 1.200e-5

ηR2
2 2.500e-6 2.500e-6 2.500e-6 2.500e-6 2.500e-6 2.500e-6 2.500e-6

ηR2
3 1.500e-6 1.500e-6 1.500e-6 1.500e-6 1.500e-6 1.500e-6 1.500e-6

TABLE 2 | Results of three CCF treatment options if a component is unavailable
(i � 1, t � 120 h).

Option
1 Independent factor

Option 2 Common
cause factor

Option
3 Unconfirmed cause

R1 R2

Q(2)
1 2.745e-6 5.722e-5 1.724e-5 3.149e-6

Q(2)
2 3.207e-9 7.000e-6 4.003e-6 5.597e-8

Qt(2) 2.748e-6 6.422e-5 2.125e-5 3.205e-6

Frontiers in Energy Research | www.frontiersin.org November 2020 | Volume 8 | Article 58475014

Xu et al. Time-Dependent IMs of Component

https://www.frontiersin.org/journals/energy-research
www.frontiersin.org
https://www.frontiersin.org/journals/energy-research#articles#articles


temporary configurations beyond limiting conditions for
operation (LCOs) of technical specification (TS) with allowed
configuration times.

Time-Dependent Criteria of Systems,
Structures, and Components Importance
The current risk-informed SSC categorization method for
NPP was proposed in 10CFR 50.69 (NRC, 2004). The
screening criteria of risk significant SSCs are FV and RAW
importance of components based on the average PRA model
of NPP. The average PRA model is established in a predefined
condition which usually assumes all equipment is in an
available state.

However, the 10CFR 50.69 method is offline and static, and
not appropriate for SSC importance evaluation in the RORM
model. First, the 10CFR50.69 method would not support when
some SSCs are out of service. Second, the risk IMs, and risk

significance in RORM are strongly dependent on the scenario
conditions of NPP, real-time operational state, and state
duration of a component. The same equipment will have
different importance values under different plant
configurations.

To better utilize the ranking order of IMs for online operation,
we derive a type of time-dependent criteria of SSC importance
from the operational safety criteria (OSC) of NPP. The
classification of the instantaneous risk adopted by OSC is
usually three-zone or four-zone. Take the three zones
(unacceptable risk, high risk, and low risk) of CDF for
example. The risk thresholds of CDF are predetermined by a
nuclear safety supervisory authority, i.e., threshold between low
and high risk (CDF1), between high and unacceptable risk
(CDF2). Here CDF1 is set to be several times the baseline risk
CDF0. NUMARC93-01 (NEI, 2011) recommends that the lower
limit of unacceptable risk CDF2 � 1.0e-3/yr.

TABLE 3A | RAW importance results of different methods (t � 120 h).

RAW Direct Method Balancing method NUREG/CR-5485 RASP Hybrid method (What if treatment of unavailability)

Option 1 Option 2 Option 3

R1 R2

P1 3.28 42,092.05 363,846.43 3.88 3.28 6,092.08 3,481.66 49.12
P2 6.54 42,092.05 363,836.01 3.44 2.85 6,090.65 3,480.96 48.74
P3 6.54 42,092.05 363,836.01 3.44 2.85 6,090.65 3,480.96 48.74
V1 3.28 3.28 3.28 3.28 3.28 3.28 3.28 3.28
V2 2.85 2.85 2.85 2.85 2.85 2.85 2.85 2.85
V3 2.85 2.85 2.85 2.85 2.85 2.85 2.85 2.85

TABLE 3B | RAW importance results of different methods (t � 360 h).

RAW DirectMethod Balancing method NUREG/CR-5485 RASP Hybrid method(What if treatment of unavailability)

Option 1 Option 2 Option 3

R1 R2

P1 7.34 12,154.05 16,373.68 7.32 7.34 3,050.38 1745.43 8.85
P2 17.75 12,154.05 16,382.91 6.56 6.58 3,049.13 1744.54 8.64
P3 17.75 12,154.05 16,382.91 6.56 6.58 3,049.13 1744.54 8.64
V1 7.34 7.34 7.34 7.34 7.34 7.34 7.34 7.34
V2 6.58 6.58 6.58 6.58 6.58 6.58 6.58 6.58
V3 6.58 6.58 6.58 6.58 6.58 6.58 6.58 6.58

TABLE 3C | RAW importance results of different methods (t � 720 h).

RAW DirectMethod Balancing method NUREG/CR-5485 RASP Hybrid method(What if treatment of unavailability)

Option 1 Option 2 Option 3

R1 R2

P1 74.71 2051.56 2,151.07 73.91 74.71 1,194.93 712.99 73.41
P2 216.96 2051.57 2,291.58 72.17 72.96 1,193.00 711.19 73.21
P3 216.96 2051.57 2,291.58 72.17 72.96 1,193.00 711.19 73.21
V1 74.74 74.74 74.74 74.74 74.74 74.74 74.74 74.74
V2 73.00 73.00 73.00 73.00 73.00 73.00 73.00 73.00
V3 73.00 73.00 73.00 73.00 73.00 73.00 73.00 73.00
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FIGURE 7 | Time-dependent criteria of SSC importance. (A) RAW. (B) RRW

TABLE 4A | Implications and actions of time-dependent criteria of RAWC(t)

CDF(t) RAWC(t) Implications and actions

CDF(t)<CDF1 RAWC(t)<RAW1(t) G Normal operation under TS. Normal maintenance work of C
RAWC(t)>RAW1(t) Y Planned testing or maintenance of C is allowed under current

configuration. Risk management actions should be preparedCDF(t)<CDF2 RAWC(t)<RAW2(t) and RAWC(t)>RAW1(t) Y

RAWC(t)>RAW2(t) R Planned test or maintenance of C is not allowed under current
configuration

CDF(t)>CDF2 —— R Risk management actions should be implemented immediately to
reduce risk, such as reactor shutdown under control

Range: G—Green; Y—Yellow; and R—Red

TABLE 4B | Implications and actions of time-dependent criteria of RRWC(t)

CDF(t) RRWC(t) Priority of restoring
unavailable C

CDF(t)<CDF1 RRWC(t)>RRW1(t) G High
CDF(t)>CDF1 RRWC(t)>RRW1(t) G High

RRWC(t)<RRW1(t) and RRWC(t)>RRW2(t) Y Medium
RRWC(t)<RRW2(t) R Low

Range: G—Green; Y—Yellow; and R—Red

TABLE 5 | Risk-informed insights for online operation and maintenance using relative rankings of IMs.

IM Item Risk-informed insights

FV ranking Available SSCs Confirm the current availability of SSCs in redundant trains that
compensate for the newly failed component(s)

IE Prevent certain accidents
Human action Avoid the occurrence of human error events before IE.
MCS Avoid the failure events of low-order MCSs
Accident sequence Avoid accident sequences with high frequency

RAW Ranking Available SSCs Priorities of components with greater RAW importance which
would participate in near-term planned activities Avoid certain
failures of components

RRW Ranking Unavailable SSCs Determine near-term real-time priorities for restoration of newly
failed components
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The threshold of FV, denoted as FV � C, is predetermined
based on the risk contribution of SSC, such as the top 20 in the FV
ranking. The time-dependent thresholds of RAW, and RRW for
an SSC are defined in Eqs. 40, 41. They are dependent on plant
configuration and state duration. As a result, these importance
thresholds should be updated with risk calculation.

RAWi(t) � CDFi/CDF(t), i � 1, 2, .., s − 1 (40)

RRWi(t) � CDF(t)/CDFi, i � 1, 2.., s − 1 (41)

where s is the number of risk zones.
Figures 7A indicates the time-dependent criteria of RAWC(t)

for available SSCs. In this way, the ranking order of RAW is
further graded, and it is easy for operators and maintenance
personnel to understand and execute risk management actions, as
shown in Table 4A. No matter what the instantaneous risk level
CDF(t) and importance measure RAWC(t) is, the out of service
time of equipment should be controlled based on cumulative risk
ICDP(t) and allowed configuration time (ACT) of the current
configuration as introduced in the risk-informed technical
specification (RMTS) (NEI, 2006). Figures 7B indicates the
time-dependent criteria of RRW of SSC. They give the
priorities of restoring unavailable SSCs as Table 4B.

Risk-Informed Insights for Configuration
Risk Management
Although the concepts “risk significance” and “safety
significance” are often conflated in risk-informed applications,
FV importance is generally regarded as a measure of risk
significance, while RAW is that of safety significance (Cheok
et al, 1998a; Cheok et al 1998b; NRC, 2019). But they are evaluated
based on an average PRA model over different configurations and
diverse accident sequences (Vesely, 1998). Youngblood clarified the
two concepts and proposed a different measure: the “prevention
worth” (Youngblood, 2001) of safety significance. The prevention
worth was used in top event prevention analysis (Youngblood and
Worrell, 1995; Blanchard et al. 2005).

Online risk evaluation requires quantifying the RORM model
given a specific configuration change, or given planned sequential
configuration changes. This action is to determine whether planned
or temporary plant reconfigurations are sufficiently safe, especially
when a planned configuration is overlapped with several unplanned
events. In this case, the calculation of risk is mainly affected by time-
dependent unavailability and CCF consideration.

Since temporary or emergency events might occur in the real-
time configuration, it is necessary to consider the operational
configuration changes and provide configuration-specific risk
insights by the relative rankings of IMs, such as identifying
risk-significant SSC/accident sequences/IEs/human actions.
The relative rankings of IMs are utilized as shown in Table 5.
In addition, other IMs such as Birnbaum importance (Birnbaum,
1969) and critical importance (Lambert, 1975) could also be
evaluated based on real-time plant configuration and state
duration.

It is worth noting that the uncertainty of relative ranking order
of importance (Modarres and Agarwal, 1996; Aven and Nokland,
2010) would be affected by three main factors 1) the distribution
of reliability data used, 2) the scope and quality of the RORM
model, and 3) the truncation limit of risk calculation.

For maintenance plan scheduling and plan risk assessment, the
time-dependent risk measures are also utilized in the real-time
online risk monitoring and management method (Xu et al. 2018).
If the calculated instantaneous risk or the cumulative risk for a
planned sequence of configuration changes is unacceptable,
equipment outages should be shortened and re-arranged. Also,
the ranking order of IMs of SSCs is used to prepare risk
management actions beforehand, so to strictly control the
outage duration of equipment maintenance, protecting other
risk-significant equipment, and administration control, etc.

CONCLUSION

RORMT is characterized by time-dependent modeling and
updating for online risk monitoring of NPP. It is dependent on
the real-time plant configuration and state duration of equipment.
This paper discussed the risk-informed assessment and application
of time-dependent IMs in RORMT. The time-dependent FV, RAW,
and RRW defined for individual BE and event groups of a
component. They are not only influenced by the time-dependent
risk, but also the CCF treatment. Since the RAW of a component is
particularly affected by updating the CCFmodel in the case “what if
a component is out of service,” three CCF treatment options for
component unavailability are assumed: 1) Option 1 - independent
cause; 2) Option 2 - common cause factor; 3) Option 3 -
unconfirmed cause. The updating of CCF order and CCF event
probability are discussed for the three options. Accordingly, a
hybrid method for RAW evaluation has been proposed based on
the three options. Using the hybrid method not only
comprehensively accounts for all possible unavailable causes, but
also reduces the conventional misunderstanding of component
importance. A simple case study is demonstrated through
examples of exponential distribution and Weibull distribution.

From the case study, it is found that since the time-dependent
risk of the same configuration would increase with the state
duration of the equipment, the absolute values and relative
rankings of IMs may vary with time. Thus, if the real-time
configuration changes or the state duration of a component
increases, it is necessary to re-quantify the time-dependent IMs.
Moreover, for the updated probabilities of CCF events in CCCG,
the results of Option 2 and Option 3 are much larger than those of
Option 1. The hybrid method with Option 3 generates a reasonable
value for component RAW, and it is more suitable for RORMT.

The time-dependent IMs considering state duration and CCF
would provide novel insights for online configuration risk
management: 1) ranking SSCs/events/human actions for
controlling the increased risk and optimizing near–term
plans and 2) exempting or limiting temporary configurations
beyond technical specifications with allowed configuration
times. Besides, the time-dependent criteria of SSC IMs are
established in this paper to further classify the ranking order
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of RAW and RRW. For practical engineering applications of the
proposed methods, the future research will focus on: 1) verifying
the time-dependent LPSA modeling with long-term operating
data and 2) further study on the CCF failure mechanism to
obtain the critical CCF data.
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APPENDIX A: THE CONCEPT OF TIME-
DEPENDENCE

During the online operation of NPP, the plant configuration
changes because of random failures of a component, switching
between running and standby trains, environment changes, and
other activities such as repair work, periodic testing, inspection,
and planned maintenance.

In RORMT, the state of equipment (such as valve open and
closed, electric pump operation and standby) is either
identified as “known” by the state monitoring and fault
diagnostics system timely, or manually set by the
operational maintenance personnel (after a possible time
delay).

Let the state of a component at time t be

S(t) � { 0, available state
1, unavailable state

. The state of the equipment is

classified and listed in Table A1. Following the general
practice of NPP, the maintenance/test (MT) and failed (FA)
states are considered as “unavailable”, and other states are
“available”. Thus, if S(t) � 1, then the unavailability of a
component is known to be 1. IfS(t) � 0, the component will
remain in that state until the next time its state changes. The time-
dependent unavailability function applied in RORMT would
change with the duration of the available state.

The failure of a component in FT is often represented by
multiple BE (also called failure events). The failure modes of
equipment are defined in different manners among nuclear
power units. In order to establish a generalized modeling
method and updating rules, the specific failure modes of
equipment are roughly grouped into three generalized failure
mode categories, i.e., failure on demand (FD), standby failure
(SB), and failure during operation (FO), as illustrated in
Table A1.

To better illustrate time-dependent unavailability in RORMT,
the concept of time-dependence is introduced as shown in the

timeline plot of Figure A1. Here time-dependence refers to the
real-time state duration of SSC, which is denoted as Ts.

t: the moment of risk for calculation. For real-time online risk
monitoring, t is the current moment.

t1: the completion moment of the last corrective/preventive
maintenance of a component.

t2: the moment when a particular available state of a
component first appeared after t1. For real-time online risk
monitoring, t2 refers to the real-time state of a component.

t3: the last moment to confirm that the component is in an
available state after t1. Particularly, for continually monitored
components, their states are transferred by sensors or the
monitoring unit of the components to RORM at a very high
frequency, so t3 and t can be regarded as the same moment for the
calculation, t3≈t. For unmonitored components, there is a time
delay between t3 and t, since t3 is manually recorded by the last
periodic test, on-site inspection, etc.

TA: the period when the availability of the real-time state is not
fully confirmed. TA � t-t3. For the continually monitored
components, TA≈0. For other unmonitored components, TA is
not longer than a test/maintenance period.

tIE: assuming moment when IE occurs. tIE �t.
Tm: mission time.
Ts: the real-time state duration. It is the cumulative time

interval of a specific state during the period from t1 to t3.
Note that some components may experience multiple state
transitions, thus Ts≤(t3-t2).

APPENDIX B: TIME-DEPENDENT
UNAVAILABILITY IN RORMT

The assumptions of the RORM model are as follows:

• When a component is in any available state, the real-time
state at the current time t is the same as that of t3. Its
unavailability is time-dependent on state duration.

Table A1 | Classification of equipment state and failure events in RORMT.

Available states Unavailable states

RN Operating state MT In maintenance/testing
SB Standby state FA Failed state
OP Valve open state — —

CL Valve closed state — —

ON Switch on state — —

OF Switch off state — —

Failure mode (generalized)
FD Failure on demand FO Failure during operation
FB Standby failure — —

Note:
1). For rotating equipment (such as pumps, fans, and motors, etc.), its state could be RN, SB, MT, or FA. The failure modes FD, FO, and FB are all involved.
2). For switch-type equipment (such as valves, switches, and breakers, etc.), its possible states are OP/ON, CL/OF, MT, or FA. The failure modes related to switching operation belong to
FD while other failure modes are grouped into FO.
According to the relationship between failure mode and equipment state, FO is further subdivided into two groups, i.e., certain state-related (CS) and any state-related (AS).
Certain state-related (CS): some failuremodes of FO only occur when the component is in a certain available state. For instance, not keeping a position when open, spurious action to close
can only occur when an isolation valve is open.
Any state-related (AS): some failure modes of FO may occur in any available state, such as block/rupture/leakage of valve, short circuit of breaker.
For other SSCs (such as water tanks, heat exchangers, etc.), its possible states consist of RN, MT, or FA. All the failure modes are grouped into FO.
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• When a component is in any unavailable state,
conservatively, its unavailability is assumed to be 1.

• The occurrence time of any IE in the RORM model is
assumed at the current moment, tIE �t.

• The failure events of a component in a certain state are
mutually independent. The failure events of the same
component in different operating states are also independent.

• For the online repairable equipment, the completion of
repair and recovery operation can be immediately
reported. For the equipment which cannot be repaired
online, it must be repaired during the refueling overhaul.

• No maintenance will be continued or carried out after IE.
• If the unavailable equipment has not been recovered and is

not in service at the current moment, then it cannot be used
for accident mitigation after IE occurs.

• The component/system can be considered “as good as new”
after the completion of maintenance or testing. To put it
simply, the reliability of equipment is 1.

• The state duration Ts is updated depending on its previous
operating history.

The time-dependent probability of a basic event of a
component at the current moment Q(t)is determined by its
failure modes, real-time state, and state duration of the
component, as summarized in Table A2. Specifically, Q(t) �
Q{t + Tm|S(t3) � 0} means the estimated conditional failure
probability of equipment during the future
period[Ts, (Ts + TA + Tm)], if the last moment to confirm its
available state is time point t3 and the equipment has been
available for a period of time Ts.

FIGURE A1 | Schematic diagram of time-dependent concept.
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TABLE A2 | Time-dependent probability of failure events in the RORM model.

Failure events Component
state

Failure on demand
(FD) event Standby
failure (FB) event

Failure during operation
(FO) event

Maintenance/test (UT) event

Operating state (OP) Set FD to be false Set FB to be false (a-1)

QFO,OP(t) � QFO,OP(t + Tm|S(t3) � 0)

� ∫Tm
0

fFO(u + TRN)du

� 1 − exp(− ∫TRN+TA+Tm

TRN

λR(u)du)

(a-2)

Set UT to be false (a-5)

Standby state(SB)

QFD,SB(t) � q(t) � QSB
0

QFB,SB(t) � QSB(t + Tm|S(t3) � 0) � ∫TA+Tm

0

fSB(s + TSB)ds

� 1 − exp(− ∫TSB+TA+Tm

TSB

λS(u)du)

(a-3)

QFO,SB(t) � QFO,SB(t + Tm|S(t3) � 0)

� ∫Tm
0

fFO(u)du

� 1 − exp(− ∫Tm
0

λR(u)du)

(a-4)

Open (OP)/Switch Off (OF) state.
Closed (CL)/Switch on (ON) state

QFD,OP/OF/CL/ON(t) � q(t) � QOP/OF /CL/ON
0 (a-6)

QCS
FO,OP/OF/CL/ON(t) � QCS

FO(t + Tm|S(t3) � 0)

� 1 − exp(− ∫(TOP or TCL)+TA+Tm

(TOP or TCL )
λCS(u)du) (a-7)

QAS
FO,OP/OF/CL/ON(t) � QAS

FO(t + Tm|S(t3) � 0)

� 1 − exp(− ∫(TOP+TCL)+TA+Tm

TOP+TCL
λAS(u)du) (a-8)

Set UT to be false (a-9) —

In maintenance/Test (MT) state Set FD to be false (a-10) Set Ts of any available state of this component to be 0 Set FO to be
false (a-11)

Set UT to be true (a-12) —

Failed state (FA) Set FD to be true (a-13) Set FO to be true (a-14) Set UT to be false (a-15) —

Note:
λR(t): running failure rate. λS(t): standby failure rate. For cold standby components, λS(t) ≡ 0. For hot standby components, λS(t)≠0.
λCS(t): failure rate of CS events for valves, switches, etc. λAS(t): failure rate of AS events for valves or switches, etc.
f(t) � λ(t)exp(−∫t

0
λ(u)du): probability density function for failure.

Q0: the demand failure probability of switching from a standby to operating state, or switching between an open and closed state, such as refusing to open/close, stuck in position. It is considered as a constant.
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