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Battery management system (BMS) refers to a critical electronic control unit in the power
battery system of electric vehicles. It is capable of detecting and estimating battery status
online, especially estimating state of charge (SOC) and state of health (SOH) accurately.
Safe driving and battery life optimization are of high significance. As indicated from recent
literature reports, most relevant studies on battery health estimation are offline estimation,
and several problems emerged (e.g., long time-consuming, considerable calculation and
unable to estimate online). Given this, the present study proposes an online estimation
method of lithium-ion health based on particle swarm support vector machine algorithm.
By exploiting the data of National Aeronautics and Space Administration (NASA) battery
samples, this study explores the changing law of battery state of charge under different
battery health. In addition, particle swarm algorithm is adopted to optimize the kernel
function of the support vector machine for the joint estimation of battery SOC and SOH. As
indicated from the tests (e.g., Dynamic Stress Test), it exhibits good adaptability and
feasibility. This study also provides a certain reference for the application of BMS system in
electric vehicle battery online detection and state estimation.

Keywords: lithium battery, SOC, SOH, SVM, BMS

INTRODUCTION

Energy shortage and environmental pollution turn out to be global issues, and electric vehicles are
being increasingly used. Lithium-ion batteries, as the main power source of electric vehicles, impact
the safe operation of electric vehicles (Li et al., 2020). Battery SOC refers to a vital parameter to
measure the performance of lithium-ion batteries. SOH acts as an indicator to measure battery life.
Online estimation research of lithium-ion battery SOC and SOH is conducted, the real-time
parameters of battery working status are determined, and the energy efficiency of electric
vehicles is improved, which is critical to extend the cycle life of the battery.

The factors of battery SOH are more complicated. There are three common SOH prediction
methods, i.e., model building method Duan et al. (2020), Lai et al. (2020), Xiao et al. (2020),
Gholizadeh and Yazdizadeh (2019), Hu et al. (2020), experimental measurement method Tang et al.
(2018), Weng et al. (2016) and data-driven method (Khaleghi et al., 2019; Li et al., 2019; You et al.,
20165 Klass et al., 2014). The method of model establishment primarily exploits the corresponding
adaptive algorithm to continuously update the battery model parameters, as an attempt to adapt the
model to different working conditions. Wang et al. (2019) proposed the equivalent circuit model
(ECM) based on the Constant Voltage (CV) charging current curve to extract the corresponding
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feature quantity. To obtain the SOH of the battery, Yang et al.
(2018) proposed a Gaussian process regression model based on
the charging curve for the prediction of the SOH of the battery.
However, the mentioned algorithms are highly dependent of the
model. Whether the parameters can be updated in time
significantly impacts the SOH estimation results of the battery.
The experimental measurement methods primarily cover
electrochemical impedance spectroscopy (EIS), capacity
increment analysis, etc. Eddahech et al. (2012) proposed a
method of SOH estimation based on capacity incremental
analysis (ICA). By extracting the corresponding peak points,
the method of Gaussian regression is adopted to build the
SOH model of the battery, whereas the defect is that there are
fewer peak points. Besides, a complete charging process should be
achieved. With the rise of big data platforms, data-driven
methods under machine learning methods have aroused
widespread attention from scholars. Data-driven methods are
not required to understand the internal structure and working
principles of the battery, and rely solely on the extraction of the
corresponding aging characteristics of the battery that are
inputted into the corresponding SOH estimator to obtain the
health of the battery. As reported by existing studies, the common
battery aging characteristics largely include capacity, internal
resistance Ji et al. (2020), Chen et al. (2018), Hung et al.
(2014), battery cycle times Wognsen et al. (2015), and the use
of stacking pressure Cannarella and Arnold (2014), SEI
impedance Zhang and Wang (2009), etc. Meng et al. (2018)
developed a new method for accurately estimating battery SOH
using support vector machine (SVM) technology, which selects
the sharp point of the voltage response curve to be the
characteristic quantity of battery SOH. The sum slope can be
well exploited in practical tests, whereas this method should select
the appropriate estimated characteristic quantity in advance.
Different battery models are adversely affected by different
choices of characteristic quantity, so it is more estimated to be
complex. Second, as the battery continues to age, the capacity of
the battery gradually decays, which to a certain extent impacts the
estimation of the SOC and SOH of the battery. SOC and SOH
cannot be estimated separately, and a certain potential coupling
relationship is identified between the two. The SOC parameter of
the battery should be employed as a vital input parameter to
conduct the accurate research on battery SOH estimation.
Over the past period, scholars adopted the current SOH of the
battery as a constant when studying battery SOC estimation,
ie, using SOH to estimate SOC backward to increase the
accuracy of SOC estimation (Talha et al., 2019; Bonfitto, 2020;
Gismero et al., 2020). In contrast, some scholars first obtained
SOC Estimate the results, and subsequent used the SOC as a
constant to estimate the SOH. Since the variation of battery health
status is a slow process, how to reasonably develop the
relationship between SOC and SOH has become the focus of
attention of scholars over the past few years. Huang et al. (2017)
proposed a method to establish a fitting relationship between
battery SOH and battery SOC by analyzing battery cycle life test
data. Accordingly, the battery SOH can be measured without
complicated model update algorithms. However, the relevant
correction coefficient of the algorithm is determined by the
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FIGURE 1 | Support vector machine model for battery SOC/SOH
estimation.

current batch of batteries. Different batches of batteries
require different correction coefficients. Thus, the algorithm
has certain limitations. Hu et al. (2020) proposed an estimation
framework based on multiple time scales to estimate the SOH of
the battery. The SOH of the battery is estimated based on the
calculation relationship between the battery SOH and SOC,
whereas the algorithm should establish a corresponding
equivalent circuit model. It is more dependent of model
parameters. Lee et al. (2020) developed a method to estimate
SOH based on the charging time that is capable of reaching CV
after charging. This method, however, requires a complete
battery charging. It is difficult to achieve complete charging
in actual operation, so the application of this method has certain
limitations. Therefore, the current problems are summarized as
follows: the establishment of the fitting relationship between
SOC and SOH has the difficulty in obtaining the corresponding
correction coefficient; the SOH estimation model established by
the equivalent circuit model is subject to high model parameter
dependence; the method of using the state of charge data for
SOH estimation cannot realize SOH online estimation. The
above-mentioned problems have certain restrictive conditions,
which limit the adaptability of the corresponding algorithm.
From this perspective, an algorithm with less restrictive
conditions and a wider application range should still be
found to realize SOC to estimate SOH.

To address the mentioned problems, the present study
proposes a method of online estimation of SOC-SOH based
on PSO-SVM. By analyzing the public battery health status
provided by NASA, a certain connection is identified between
the health status of the battery and the state of charge of the
battery. To be specific, as the battery continues to age, the slope of
the battery SOC and time tends to increase, and the slope of the
battery’s discharge voltage and time tends to be larger. For this
reason, this study takes the battery’s SOC change rate and
discharge voltage change rate as the characteristic quantities of
SOH, and optimizes the support vector machine by using the
particle swarm algorithm to effectively estimate the battery health
status. Lastly, through algorithm verification, which demonstrates

Frontiers in Energy Research | www.frontiersin.org

July 2021 | Volume 9 | Article 693249


https://www.frontiersin.org/journals/energy-research
www.frontiersin.org
https://www.frontiersin.org/journals/energy-research#articles

Lietal

that the algorithm exhibits good adaptability and feasibility and
can be applied in actual production and life.

METHODS
Support Vector Machine Principle

Support vector machines are based on statistical theory and used
to solve classification and regression problems. Compared with
traditional regression methods, support vector machines are
more suitable for solving small-sample, nonlinear, and high-
dimensional pattern recognition problems. Both the SOC and
SOH of the battery have a certain degree of non-linearity. This
paper mainly uses the support vector machine of the RBF kernel
function to estimate the SOC and SOH of the battery. The SVM
model structure for such an estimation is shown in Figure 1.
For solving nonlinear problems, the data in low-dimensional
space is mapped to high-dimensional space, so as to realize the
transformation of nonlinear problems into linear problems. For
lithium-ion batteries, the input can be voltage, current,
temperature, etc., and the output quantity is SOC/SOH. The
corresponding fitting relationship is shown in Eq. (1)

fx)=w-¢(x)+b 1

The goal of SVM is to find the best coefficients of w and b in
the following constrained conditions. After introducing slack
variables, a series of derivations, the standard form of SVM
can be obtained, as shown in Eq. 2, and the constraints are
shown in Eq. 3.

semin3lhl’ + €Y7, (& +£)} ¥

Restrictions:

w-dp(x)+b-y<e+i;
yi—w-p(x)—b<e+&

§=0 (3)
£ >0

i=12,..n

By introducing the Lagrangian operator to simplify the
difficulty of solving the problem, Eq. 4 can be obtained:

f(x)= Z; (a; —a;)K (x,x) + b (4)

Since the radial basis kernel function has the advantages of
simple processing, good analysis, good radial symmetry, and good
smoothness, the radial basis function K (x;, x) shown in Eq. 5 is
selected.

K(xi,xj) = exp<M> (5)

26*

Among them, in Eq. 5 § is the parameter of the kernel
function, x; —x; represents the input variable of the radial
basis kernel function.

SVM relies heavily on the parameters y and 6. Specifically, y is
a penalty parameter. The smaller y, the larger fitting error, and the
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FIGURE 2 | Particle swarm optimization algorithm.

stronger generalization ability; the larger y, the smaller fitting
error, and the weaker generalization ability. Moreover, § is the
kernel width. The larger &, the more support vectors; the smaller
d, the fewer support vectors. Overtraining is likely to occur and
local optimization problems will occur. Therefore, the reasonable
selection of these two parameters can improve SVM accuracy. As
a simple and easy optimization algorithm, particle swarm
optimization (PSO) has attracted the attention of scholars.

PSO optimization algorithm principle

The PSO algorithm is also called the bird swarm foraging
algorithm. It starts from a random solution and finds the
optimal solution through iteration. The algorithm is easy to
implement, fast in convergence, and has few parameter
settings. It is an efficient search algorithm. Assuming that
there is only one piece of food in the search food area, all the
birds do not know where the food is. The closer the bird is to the
food, the higher the fitness value. Searching the area around the
bird closest to the food is the best way to find food. Therefore, it is
a simple and effective method to achieve the fastest search
through group collaboration.
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The PSO algorithm compares the optimal solution of each
optimization problem to a bird searching for food, which is called
a “particle.” Each particle updates itself through two extreme
values. One is the optimal solution found by the particle itself,
called the Individual extremum pj.y; the other is the optimal
solution currently found by the entire group, called the Global
extremum gp.y. In addition, each particle also has a velocity,
which determines the “flying” direction and distance of the
respective particle. The particle can remember its position or
the position of its companion. By continuously following the best
one (with the largest fitness value), it quickly finds the optimal
solution. The flow chart of the particle swarm algorithm is shown
in Figure 2.

Suppose that in a D-dimensional target search space, N
particles form a group. Then the position of the particle is Eq.
6, the speed is Eq. 7, the currently searched optimal position is
Eq. 8, and the optimal position searched by the entire group is
Eq. 9

Xi = (%1, X2, ...X;p), L <i< N (6)
Vi= Vi1, Viz,..Vip), L<i< N (7)
Prest = (Pit> Pizs oo Pip)s L i< N (8)
Soest = (Pt Pezs s Pep ) 1S I<N )

Particles mainly update their own speed and position through
two optimal extreme values, and the update expression is shown
in Egs. 10, 11

Particle velocity update expression:

kel _ k k k k k
Vipr =Viptan (piD - xiD) T an (pgD - xiD) (10)

Particle position update expression:

X' = Xip + V! (11)
Where ¢;,¢, are learning factor, r;,r, are random numbers
between 0 and 1. formula(10) consists of three parts: 1) the
inertia part, which reflects the movement habits of particles; 2)
the cognitive part, which shows that the particles have memory,
and 3) the social part, which shows that the particles have
coordination. Therefore, we can combine the particle swarm
algorithm with the support vector machine algorithm to
improve the regression prediction accuracy of the support
vector machine.

Principle of PSO-SVM

Particle swarm optimization is used to optimize the penalty
parameter y and kernel parameter din the support vector
machine. Due to the different dimensions of the battery input
voltage, current, and temperature, it is necessary to normalize the
input data to eliminate the influence of dimensions on prediction
results. For SVM, grid search is used to search for the penalty
parameter y and the kernel parameter §, which undoubtedly
increases the amount of calculation. On the contrary, when PSO
is used for optimization, it greatly improves the prediction speed
and accuracy of SVM. Therefore, this paper uses the PSO
algorithm to optimize the results when SVM is adopted to
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predict the SOC and SOH of the lithium-ion battery online.
The calculation steps are as follows:

Step 1: Data normalization processing

Step 2: Initialize the particle swarm, set the swarm size, particle
position and velocity

Step 3: Train support vector machine model and use the MSE
mean squared error function as the fitness function to calculate
the fitness value of the particles

Step 4: Get the individual optimal value of the particle and
Obtain the global optimal value of the group.

Step 5: Update particle speed and particle position

Step 6: Determine whether the end condition is met, and if so,
output the corresponding result.

The Advantage of PSO-SVM

The SVM uses the grid search method to find the best penalty
parameters and kernel parameters. The grid search sets the
possible solutions in advance before the optimization. After
the optimization starts, it is calculated in turn similar to the
grid. The corresponding values are calculated and compared
continuously to obtain the optimal solution. SVM under
particle swarm optimization uses a random search method to
find the best penalty parameters and kernel parameters. It
initializes the population randomly and iterates continuously
to find the optimal solution. Although the grid search can find
the current global optimal solution in the sense of cross-
validation, when the search range is expanded, the search time
will be very long. In contrast, the PSO algorithm doesn’t need to
traverse the all points in the grid but can quickly find the global
optimal solution through regular iteration. Therefore, the PSO
algorithm is used to optimize the support vector machine. The
algorithm can converge to the global optimal solution with a
greater probability. Compared with the traditional grid search
method, the algorithm has a higher calculation speed and better
global search ability.
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TABLE 1 | Experimental conditions of batteries #2 and #3.

Battery number Charge cutoff Discharge cutoff

Voltage(V) Voltage (V)
#2 4.2 2.7
#3 4.2 25
#4 4.2 2.2

EXPERIMENTAL DATA ACQUISITION

This paper mainly uses two types of batteries to carry out the
corresponding research. The positive electrode material of one
battery is LiFeO,, and that of the other battery is
LiNij gCo¢ 15Al5 050,. The data set of the former was
obtained in the laboratory and named battery #1. The
experimental platform is shown in Figure 3. The latter data
set is a public battery data set provided by the Center for
Excellence in Diagnostics of NASA Ames Research Center in
Washington, DC, United States. The batteries numbered B0005,
B0018, and B0007 are used for research and named battery #2,
battery #3, and battery #4, respectively. The working conditions
of the two batteries are different. The former is used for DST,
while the latter is used for charging, discharging, and the
measurement of the internal resistance. Table 1 shows the
relevant information about these batteries. This paper mainly
studies their discharge status. The usage of the two battery types
is described as follows: battery #1 is only used to verify the
adaptability and feasibility of the PSO-SVM algorithm in
estimating battery SOC; batteries #2, #3 and #4 are mainly to
verify the adaptability and feasibility of the PSO-SVM algorithm
in estimating battery SOH.

MODEL BUILDING

Parameter Settings

The PSO-SVM-based online estimation method of lithium-ion
battery health status proposed in this paper. The parameters of
the method are set as follows: the particle swarm size is set to
20, the learning factorc;is set to 1.5, the learning factorc,is set
to 1.7, and the value of the penalty parameteryis set to (1,1000),
the value range of the kernel parameters § is set to (0.1,1000),
the inertia weight w is set to 0.9, the cross-validation fold
number is 5, and the maximum number of iterations allowed
is 200.

SOH Prediction Framework

The SOH of the battery reflects the reliability of the current
battery. Accurately predicting the battery SOH can enable the
battery management system to well manage each battery cell in
the battery pack, replace seriously aging batteries in time, and
ensure the safe operation of electric vehicles. There are many
ways to define battery SOH. The most common one is capacity as
a characteristic quantity. The following expression is the
definition of battery SOH, and Eq. 12 is the definition of
capacity characteristic quantity.

State Estimation of Lithium-lon Battery

Charging current Discharge Current Rated capacity

(A (A) (Ah)
1.5 2 2
1.5 2 2
1.5 2 2
_ Qmax
SOH = x 100% (12)
rated

Where Quayx is the current maximum usable capacity of the
battery, Quqreq is the rated battery capacity.

The SOH of the battery is estimated to be a complicated and
slow process. Battery SOC reflects the discharge of the battery,
and it is closely related to battery SOH. SVM estimates the SOC
and SOH of the battery mainly through nonlinear mapping, as
shown in Figure 1. The input can be the voltage, current, and
temperature of the battery, and the output is the SOC or SOH.
The specific implementation process of PSO to optimize SVM is
as follows. First, the collected data such as voltage, current, and
temperature are normalized to eliminate the problems caused by
dimensions. Second, the particle swarm algorithm is initialized
according to Parameter settings by setting various parameters of
the particle swarm. After the parameter setting is completed, the
normalized data is input into the SVM estimator. Then, the mean
square error (MSE) is used as the fitness function value to
calculate the individual extreme value and the group extreme
value, and continuously update the velocity and position of
particles. When the maximum number of iteration is reached
or the error meets the needs, the algorithm ends. If the output
requirements are not met, it is necessary to recalculate and repeat
the above steps until the requirements are met. The optimal
penalty parameters and kernel parameters are output. The PSO-
SVM algorithm’s flow chart is shown in the light blue area in
Figure 4. Therefore, after the estimation of battery SOC, it is
saved in the memory. Then, historical voltage, current,
temperature, SOC and other data are collected through the
BMS system, and saved in the memory. Thus, in the normal
use of the electric vehicle, a training model is built online and the
collected online data is input into this model to realize the online
prediction of battery SOH. The block diagram regarding the
online prediction of battery SOH is shown in Figure 4.

SOH Feature Extraction

The estimation accuracy of the data-driven model mainly
depends on two aspects: 1) whether the training data covers
all battery environments, and 2) whether the type of training data
has a greater correlation with the accuracy of the SOC. Therefore,
the extraction of reasonable SOH feature quantities can improve
the accuracy of data-driven prediction of SOH.

As we all know, the parameters of the battery will change with
the increasing number of cycles. Figure 5 is the discharge voltage
curve of battery #2. With the increase of cycle numbers, the
derivative of the battery voltage with respect to time becomes
larger. It can be found from the figure that the slope of the
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battery’s discharge voltage curve gradually changes from flat to
steep, indicating that this voltage can be used as one of the
characteristic quantities to measure battery aging.

Figure 6 is the discharge current diagram of battery #2, which
shows that the battery is discharged at a constant current of 1C.
Moreover, as the degree of battery aging increases, the discharge
time of the battery decreases. The battery is discharged for the
first time, as shown by the red line, for about 3,400 s; in the 84th
discharge, it takes about 2,800 s; in the 168th discharge, it takes
about 2,400 s. It can be seen that as the battery ages, the battery

discharging time will gradually decrease, that is, the discharge
time of the battery can be regarded as an important characteristic
quantity to measure battery aging.

Figure 7 is the discharge temperature diagram of battery #2. It
can be seen from Figure 7 that as the number of cycles increases,
the temperature of the battery gradually increases, indicating that
the internal impedance of the battery is gradually increasing.
Therefore, it can also be used as a battery characteristic. The
quantity of aging is limited by the fact that it is not convenient to
measure the internal resistance of the battery under the actual
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FIGURE 8 | SOH-SOC-U relationship diagram of battery #2.

FIGURE 9 | SOC-Time relationship diagram of battery #2.
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working conditions of the battery. Therefore, we can judge the
aging degree of the battery by analysing the internal temperature
of the battery.

Figure 8 shows the relationship between SOH-SOC-U of
battery #2. The Z-axis represents the health of the battery, the
X-axis represents the battery’s discharge voltage, and the Y-axis
represents battery SOC. It can be found from Figure 8 that as the
battery ages, the decay rate of battery SOC increases from 1 to 0.
Figure 9 is a graph of the relationship between battery #2’s SOC
and time, which can clearly show the relationship between battery
SOC and battery health. The SOC of the battery can also be
regarded as an important characteristic quantity to measure
battery aging.

It can be seen from the above findings that the characteristic
quantities of battery aging can be the discharge voltage, SOC, and
discharge time of the battery. Therefore, the health of the battery
can be determined by the analysis of these three quantities.

However, due to the large amount of battery SOC data,
directly inputting the battery SOC, discharge voltage, and
discharge time into the SOH estimator tends to increase
calculation complexity. Therefore, this paper does not directly
add SOC to the SOH estimator, but adopts the method of
indirectly adding SOC to estimate the health of the battery.
This algorithm can effectively reduce training data, speed up
calculations, and improve prediction efficiency. The relationship
between battery SOC, voltage, and discharge time is shown in
Figure 10. The SOC value presented by the Z-axis corresponds to
a two-dimensional coordinate (Time, U), and the same SOC
value corresponds to a two-dimensional coordinate (Time, U).
The value is also different. With this feature, battery SOH can be
predicted by the support vector machine based on the particle
swarm algorithm, and the prediction expression is in Eq. 13.

SOH = f ( TsacleO%) Usac:IOO%: T:oc:currenl%’ Ucuwent:IOO%) (13)
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FIGURE 11 | SOC prediction of battery #2.
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FIGURE 13 | Voltage under DST operating conditions.
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FIGURE 12 | The mean relative error of SOC of battery #2.

TABLE 2 | Comparison of two method for battery #2.

Method MRE (%) MAE MSE
SWM 6.6742 1.6243 2.814
PSO-SVM 2.5543 0.4973 0.3506

SOC-SOH ONLINE JOINT ESTIMATION

SOC Prediction

Online Estimation of Li-lon Battery SOC

The first two discharge data of battery #2 are used for SOC
prediction. The first discharge data is used for training and the
second discharge data is used for testing. The prediction effect is
shown in Figure 11. The mean relative error of SOC of battery #2
is shown in Figure 12. From Figure 12, it can be found that the

2k ]

Discharge Current
A

0 500 1000 1500 2000 2500 3000
time

FIGURE 14 | Current under DST conditions.

accuracy of the PSO-SVM algorithm is higher than that of the
SVM algorithm, and the PSO-SVM algorithm is more stable.

Here, three criteria, including the mean relative error (MRE),
the mean absolute error (MAE) and the mean squared error
(MSE) are introduced to evaluate the prediction performance as
shown in Table 2.

!

1 N yi_yi
MRE (%) =Nzizl e 100% (14)
1 /
MAE:NZleyi—yil (15)
1 ,
MSE =33 O =) (16)

As shown in Table 2, It can be evidently discovered that the
PSO-SVM method obtain much better prediction performance
than the SVM method. For example, the prediction MRE (%) on
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FIGURE 15 | DST working condition verification.
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FIGURE 16 | The MRE of SOC estimation under DST operating
conditions.

battery #2 based on the SVM was 6.6742, while the prediction
MRE based on the PSO-SVM was only 2.5543. This means that
the prediction precision with the PSO-SVM improved greatly
compared to the SVM.

DST Working Condition Verification

The DST working condition is used to verify the accuracy of
the algorithm. The voltage and current under DST working
conditions are shown in Figures 13, 14. The DST working
condition is a dynamic stress test working condition, which
can well reflect the current and voltage changes of the electric
vehicle in the actual operating state, and help with judging
whether the estimation method can be applied in practice.

State Estimation of Lithium-lon Battery

TABLE 3 | Comparison of two method for battery #1.

Method MRE (%) MAE MSE
SVM 5.7249 1.6075 10.0314
PSO-SVM 2.9963 0.7556 0.9059
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FIGURE 17 | Battery SOH diagram.

The DST working condition verification is shown in
Figure 15, and the mean relative error of SOC operating
conditions under DST operating conditions is shown in
Figure 16. The SOC estimation error under DST
conditions is shown in Table 3.

It can be seen from Figure 16 that the SOC estimated by the
PSO-SVM algorithm is more accurate and the overall estimation
stability is better without large local errors compared to the SVM
algorithm. This indicates that the estimation method can be
applied to the actual estimation. The SOC estimation error is
shown in Table 3.

SOH Prediction

Analysis of Prediction Performance

Battery #2 is used as training data to predict the SOC of battery
#3. Figure 17 shows the SOH diagrams of batteries #2 and #3. It
can be seen from Figure 17 that the overall downward trends of
batteries #2 and #3 are the same, and the aging speed of battery #3
is higher than that of battery #2. When the capacity drops to 70%
of the rated capacity, the battery is regarded as a failure. (Qin
et al., 2015).

Battery SOC is estimated in turn and substituted into the
established SOC-SOH joint estimation model. Nine SOC interval
segments are selected to reflect the estimation effect of the model.
The SOH estimation effect is shown in Figure 18. From the
figure, it can be found that the PSO-SVM algorithm has a more
stable overall estimation effect than the SVM algorithm. The root
mean square error (RMSE) is employed to evaluate the model’s
performance as shown in Figure 19.
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SOH estimation error is shown in Figure 19. The following
conclusions can be obtained:

1) The overall error of SVM is twice that of PSO-SVM. The
RMSE of SVM does not exceed 4.5% and the RMSE of PSO-
SVM does not exceed 2%, which meets the requirements for
the prediction accuracy of battery SOH.

With the increase of ASOC, the estimation error of SOH
shows an overall downward trend; but in the interval of SOC
(100-70%)-SOC (100-30%), the estimation error of SOH
rebounds instead. This is because of the flat discharge
interval, the dense SOH curve, and the slightly worse
algorithm discrimination than that of the two sides. Thus,

2)

the error in this interval is slightly higher than that of the

two ends.

Adaptability Analysis
Considering the background of estimating battery SOH in the
practical application of electric vehicles, we need to further verify
the adaptability of this method. Based on the above analysis, the
applicability of the proposed SOH estimation method in electric
vehicle batteries is further analysed. Battery #2 is still used as training
data and battery #4 is tested. The error result is shown in Figure 20.

It can be found from Figure 20 that the predicted results
conform to the corresponding conclusions in Analysis of
prediction performance. The method proposed in this paper is
also applicable to battery #4, which has better estimation
accuracy. The results show that the method proposed in this
paper has certain adaptability.
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TABLE 4 | Comparison of different SOH prediction models.
RMSE k-NN LR SVM ANN DNN PSO-SVM
5.598 4.558 4.1831 4.611 3.427 2.452

Comparison With Other Models
Using battery #2 as the training data set, we test batteries #3 and #4
respectively. Comparing the algorithms proposed in the literature
Khumprom and Yodo (2019), Table 4 shows the SOH prediction
errors of PSO-SVM and five known published methods.

As shown in Table 4, the RMSE based on the PSO-SVM model
was the smallest compared to the other four models, by

State Estimation of Lithium-lon Battery

comparison, it can be concluded that the PSO-SVM could
effectively improve the prediction performance of battery SOH.

CONCLUSION

To solve the problems of battery SOC and SOH estimation (e.g.,
long time-consuming, considerable calculation, and unable to
estimate online), the present study proposes a method of SOC-
SOH joint estimation based on PSO-SVM, and implements the
online detection and estimation for the battery management
system.

First, the data of NASA battery samples are introduced to
complete the modeling of the battery SOC estimation model,
and the accuracy and stability of the SOC model are verified
by using DST conditions, and the estimation error does not
exceed 3%. Second, the SOC estimation complies with this
model. The algorithm further explores the battery SOH
estimation. The study suggests that with the increase of
battery aging, the battery SOC decline rate and the voltage
decline rate will increase under the identical working
conditions. Therefore, to find the coupling relationship
between the two, this study proposes the optimized PSO-
SVM algorithm to realize the joint estimation of battery SOC/
SOH. Lastly, the effectiveness and adaptability of the
algorithm are verified and analyzed, and the errors of the
algorithm proposed in this paper are compared with other
algorithms. As revealed from the result, the error of the SOH
estimation result is not more than 2.5%.

Finally, the advantages of the method proposed in this paper
are summarized as follows:

1) The method has fewer restrictions and does not need to obtain
the fitting coefficients of the corresponding SOC-SOH
function relationship, nor to identify the corresponding
equivalent circuit model parameters, etc., thus improving
the applicability of the algorithm.

This method can realize the online estimation of battery
health. Most traditional estimation methods can only
realize offline estimation. Also, this method can closely link
the battery’s SOC and SOH. When estimating the battery’s
health status, it fully considers the SOC information to further
improve the effectiveness of estimation.

Compared with the traditional support vector machine
algorithm, this method can converge to the global
optimal solution with a greater probability, and has a
higher calculation speed and better global search
capability.

This method can overcome the “curse of dimensionality”
problem. By introducing k-fold cross-validation, it prevents
the over-fitting problem and further improves the
generalization ability of the model.

2

~

3)

4

~

It is noteworthy that for the consistency differences between
the battery cells in the electric vehicle battery system, the
applicability of the algorithm in different battery cells and
other issues should be studied in depth.
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