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The electric energy storage system (EESS) is considered as an efficient and promising tool to alleviate the power imbalance of grid-connected microgrid with distributed generation (DG). This work develops a perturbation observer-based fractional-order control (POFOC) strategy for superconducting magnetic energy storage (SMES) system. Initially, a high-gain state and perturbation observer (HGSPO) is designed for reliable estimation of the combined impact of the nonlinearities, parameter uncertainties, unmodeled dynamics, and external disturbances of SMES. Then the storage function of an SMES system is designed, which takes favorable terms into serious consideration to sufficiently utilize the physical properties of the SMES system. Moreover, a fractional-order control framework is applied for complete compensation for the estimated perturbation and adopted as the attached input to boost its dynamical responses. Furthermore, a newly proposed jellyfish search algorithm (JSA) is utilized to realize optimization and tuning of control gains of the developed strategy, upon which high-quality global optimum can be obtained to ensure prominent controlling performance. Case studies, e.g., active power and reactive power supply and system restoration capability under power grid fault effectively validate the effectiveness and reliability of the POFOC strategy compared with traditional PID control and interconnection and damping assignment passivity-based controller (IDA-PBC). In particular, the overshoot of PID is 115.264% of the rated value, while POFOC has no overshoot.
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1 INTRODUCTION
Large-scale exploitation and application of renewable energy are significant to our future energy transformation and sustainable development, thanks to their outstanding environment-friendly characteristics (Yan, 2020), which can effectively help in the global energy crisis and ecosystem deterioration (Zhang et al., 2021a). In general, distributed generation (DG) is always deemed as an insightful solution, which can satisfy the demand for both uninterrupted electricity supply and zero pollution (Yang et al., 2019a; Xi et al., 2020). Nevertheless, the inherent intermittence and randomness of DGs often lead to fluctuation of output power, which may severely threaten microgrid operation stability and reliability. Electric energy storage system (EESS) serves as a promising strategy to solve this tricky problem.
In general, EESS owns various distinctive advantages, such as boosting power supply stability and reliability with fast responses, balancing power supply and demand under low costs, enhancing power generation efficiency, and decreasing pollution emissions. EESS systems can be generally divided into two main subsystems (Yang et al., 2018; Sara et al., 2020), i.e., i) high-energy storage systems and ii) high-power storage systems. In particular, the second can be further categorized into more different types, among which one of the most representative one is superconducting magnetic energy storage (SMES) (Shi et al., 2019). It is worth noting that SMES receive vast research attention, thanks to their merits of high-energy conversion efficiency via superconductors, and also low cost and high current intensity (Yang et al., 2016). Moreover, it can also achieve rapid regulation of active power/reactive power, which is beneficial to power transfer control (Shima et al., 2018). Currently, pulse-width modulated current source converter (PWM-CSC) is extensively adopted to restrain harmonic distortion and decrease the complexity of a system component (Yang et al., 2020).
As for SMES, a critical task during its operation is the design of an appropriate control system, which is crucial to ensure that SMES can obtain optimal operation performance under various applications. Thus far, traditional linear control method, for instance, proportional-integral-derivative (PID) control is extensively utilized due to its easy implementation and satisfactory effectiveness (Yang et al., 2017). However, SMES is a typical high nonlinear system, such that control gains of PID control that are acquired via single-point linearization cannot realize a globally consistent control. Therefore, many nonlinear control strategies are proposed to solve such an obstacle. For example, in the literature (Lin et al., 2018), an energy-shaping mechanism on the basis of port-controlled Hamiltonian (PCH) models was devised for a rapid power command response. Furthermore, a fuzzy logic control was adopted by Shanchuan Wang and Jianxun Jin (2014) to boost the dynamical responses of SMES systems under different operating scenarios.
However, SMES is usually prone to various uncertainties that are caused by renewable energy stochastic features (Montoya et al., 2018; Trilochan et al., 2018; Yang et al., 2019b). To boost the robustness and response speed of SMES under various operating scenarios at the same time, a perturbation observer-based fractional-order control (POFOC) strategy is devised in this work, which combines the benefits of high-gain state perturbation observer (HGPO) and fractional-order sliding-mode control (FOC) (Montoya et al., 2018). Furthermore, a novel jellyfish search algorithm (JSA) (Chou and Truong, 2021) is adopted to realize the optimization and tuning of control gains of the developed strategy, upon which high-quality global optimum can be obtained to ensure a consistently remarkable performance. The main novelties are outlined as follows:
• System nonlinearities, parameter uncertainties, unmodeled dynamics, as well as external disturbances are combined to one perturbation. Then, an HGPO is employed to estimate the perturbation, while the controller is then adopted for complete compensation for the estimated perturbation. Therefore, the proposed POFOC control can maintain high robustness against different uncertainties.
• Due to the employed two fractional orders by POFOC, its response speed can be significantly boosted compared with PID control and damping assignment passivity-based controller (IDA-PBC). Meanwhile, the perturbation compensation mechanism can efficiently ensure that the proposed method obtains a consistently optimal global control performance.
• JSA can effectively avoid falling into local optimal solutions, which can ensure that the control gains can be properly optimized and tuned in a relatively short time.
The remaining of this paper is organized as follows: Section 2 develops the SMES system modeling. Section 3 develops the POFOC. In Section 4, the jellyfish search algorithm is described. In Section 5, the POFOC design for SMES systems is described. Comprehensive case studies are undertaken in Section 6. Last, Section 7 summarizes the main contributions of the paper.
2 SUPERCONDUCTING MAGNETIC ENERGY STORAGE SYSTEM MODELING
Energy storage devices have bidirectional power regulation ability. The power response characteristics of different energy storage devices have various time scales and recycling efficiency due to their different energy storage forms. SMES is a kind of power-type energy storage device, which has the characteristics of fast-response speed and high-power grade. As one of the typical superconducting devices, SMES owns great potential to be widely used in microgrids with the continuous development of superconducting technology.
According to the literature (Espinoza and Joos, 1998; Montoya et al., 2018), the modeling of one typical SMES system is able to be expressed by:
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where all the variables can be referred to in the Nomenclature, while the basic framework of PWM-CSC-based SMES system is demonstrated in Figure 1.
[image: Figure 1]FIGURE 1 | Pulse-width modulated current source converterPWM-CSC)-based superconducting magnetic energy storage (SMES) system connected to an AC power grid.
In particular, [image: image] and [image: image] can be expressed by (Espinoza and Joos, 1998; Montoya et al., 2018):
[image: image]
[image: image]
3 PERTURBATION OBSERVER-BASED FRACTIONAL-ORDER CONTROL
3.1 High-gain state and perturbation observer design
An uncertain nonlinear system can be written in a standard form, as follows:
[image: image]
where [image: image] means the state variable vector, while the other variables and parameters can be referred to in the literature (Espinoza and Joos, 1998; Elsisi et al., 2017). State matrix A and control matrix B are described by:
[image: image]
The perturbation of the system is represented by literature (Shtessel et al., 2008; Zhu et al., 2015; Elsisi et al., 2017):
[image: image]
where b0 denotes a control gain that is set by the users, which is a constant.
Furthermore, xn in the system is written as:
[image: image]
Now, [image: image]. Hence, the system (Eq. 8) can be further expressed as:
[image: image]
Thus, [image: image] and two following assumptions can be defined by (Shtessel et al., 2008; Zhu et al., 2015; Elsisi et al., 2017):
A.1 Inequality [image: image] must always be satisfied by b0, in which θ means a positive constant.
A.2 Perturbation [image: image] and its first-order derivative [image: image] are limited as [image: image] with [image: image], and [image: image], in which [image: image] and [image: image] denote the limits of perturbation and its first-order derivative, which are two positive constants, respectively.
The estimation error of x is defined as [image: image], while [image: image] is the estimation of x, and the reference of x is represented by x*. Based on this, an (n + 1)th-order HGSPO is designed for states and perturbation estimation (Espinoza and Joos, 1998; Elsisi et al., 2017):
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with
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where observer gain [image: image] decides the rate of estimation, while the other variables and parameters can be referred to in the literature (Espinoza and Joos, 1998; Elsisi et al., 2017):
[image: image]
where λα represents the observer root that can ensure the convergence of the observer. Particularly, [image: image].
3.2 Fractional-order control
Fractional calculus is based on integral calculus. Based on its order in the field of fractions or complex numbers, it is the traditional differential and integral unified form of expression. The process from integral to differential can be expressed as the ordered set of fractional calculus to order. Therefore, using fractional calculus instead of integer calculus can better describe the actual physical system and natural phenomena. For integer calculus, there is a relatively clear physical meaning and geometric interpretation, for example, the first derivative of a variable can be used to express the speed in the physical sense, and the second derivative is the corresponding acceleration. If many problems are described by integer derivative, then the appropriate differential equation cannot be obtained, or the obtained differential equation is not complex, and the results are not necessarily very consistent with the actual situation. However, the differential equation obtained by fractional derivative is not only very concise, but also the results obtained by fractional derivative are closer to the reality. Sometimes, a problem is complex not because it is really complex, but because no suitable method has been found. The fractional differential equation generated by fractional derivative is such a powerful tool to study complex problems. Hence, it has become a powerful tool for mathematical modeling of complicated mechanical and physical processes.
In particular, the basic operator [image: image] is expressed as (Wei Yao et al., 2015; Yang et al., 2015; Zhang et al., 2021b):
[image: image]
where [image: image] and t mean the lower and upper boundaries, and [image: image] means the order of operation.
The definition of Riemann–Liouville (RL) is on the basis of Gamma function [image: image] and yields:
[image: image]
where [image: image] denotes the first integer that is larger than or equal to [image: image], e.g., [image: image].
In particular, [image: image] of the POFOC method is expressed as:
[image: image]
where [image: image], [image: image], and [image: image]can be found in Figure 2.
[image: Figure 2]FIGURE 2 | Parameter ranges for different controllers.
3.3 Overall perturbation observer-based fractional-order control design
Thus, POFOC can be illustrated by (Wei Yao et al., 2015; Zhang et al., 2015; Xi et al., 2016; Zhang et al., 2016):
[image: image]
where [image: image] means the reference of state [image: image], while [image: image] is the nth-order derivative of [image: image].
4 JELLYFISH SEARCH ALGORITHM
4.1 Jellyfish search algorithm overview
Jui-Sheng Chou et al. (Chou and Truong, 2021) recently proposed a JSA via emulating the predation process of jellyfish, which involves three behaviors. Figure 3 presents the steps of JSA.
[image: Figure 3]FIGURE 3 | Jellyfish’s behavior in the ocean. (A) the original figure source and (B) redecorated figure with citation.
4.2 The principle of jellyfish search algorithm
4.2.1 Population initialization
The initialization of population in JSA is conducted based on a logical graph (May 1976), which eliminates the negative effects of random initialization that are often adopted by traditional metaheuristic algorithms, e.g., low convergence rate and easy to fall into local optima due to the lack of population diversity. The JSA-based logical graph is expressed as:
[image: image]
where [image: image] denotes the location chaotic value of the ith jellyfish, [image: image] means the initial population of the jellyfish, while the parameter [image: image] is set to 4.0 (Chou and Truong, 2021).
4.2.2 Ocean current
Jellyfishes are attracted by ocean currents that contain large amounts of nutrients, which update their location according to the [image: image] of ocean currents, as shown in Figure 4A. It can be modeled by:
[image: image]
where [image: image] is defined as the best location of jellyfish in the swarm, [image: image] represents the mean location of the population, and β means the coefficient corresponding to distribution, whose value is set to 3.
[image: Figure 4]FIGURE 4 | Simulation of Jellyfish behavior. (A) the original figure source and (B) redecorated figure with citation.
4.2.3 Jellyfish swarm
The movements of jellyfishes in the swarm can be segmented into two types: passive motion and active motion. The location of one specific jellyfish is updated during iterations as:
[image: image]
where [image: image] and [image: image] denote the upper and lower boundaries of the searching space, and [image: image] means the coefficient corresponding to motion, which is set to 0.1.
The active motion of jellyfishes in the swarm is determined by:
[image: image]
Figure 4B illustrates the direction of the movements of jellyfishes inside the swarm: jellyfishes always move toward the direction of greater food availability. The corresponding movement direction of each jellyfish is given by:
[image: image]
where [image: image] is the objective function of location X.
4.2.4 Time control mechanism
In JSA, the time control mechanism is adapted to govern the movements of jellyfishes following ocean currents and inside jellyfish swarm. The implementation of JSA mainly depends on the time controlling function [image: image], which randomly fluctuates within the range of 0–1, which is depicted as:
[image: image]
where k denotes the total number of iterations, [image: image] is the maximum number of iterations, and the executive procedure of JSA is given in Figure 5.
[image: Figure 5]FIGURE 5 | Executive procedure of jellyfish search algorithm (JSA).
5 PERTURBATION OBSERVER-BASED FRACTIONAL-ORDER CONTROL DESIGN FOR SUPERCONDUCTING MAGNETIC ENERGY STORAGE SYSTEMS
Define state vector as [image: image], output [image: image], and control input [image: image]. Next, Eqs 1–7 are able to be expressed as:
[image: image]
where
[image: image]
Differentiating y until u explicitly appeared, gives:
[image: image]
Thus, the system (Eq. 28) can be further described by a matrix, as follows:
[image: image]
where
[image: image]
[image: image]
with
[image: image]
Furthermore, to ensure that the linearization of input–output is effective, B(x) needs to be nonsingular under all the operating circumstances, e.g.,
[image: image]
Due to [image: image] is always not equal to zero, Eq. 36 can always be satisfied
Perturbations [image: image] and [image: image] for the SMES system (32) are described by:
[image: image]
Moreover, B0 can be described by:
[image: image]
where b11 and b22 mean constant control gains that are set by users.
Tracking error is e = [e1, e2]T = [[image: image]-[image: image],[image: image]-[image: image]]T, while differentiating e until input u explicitly appears, yields:
[image: image]
Therefore, a third-order HGPO is designed for the estimation of perturbation [image: image] as:
[image: image]
where α11, α12, and α13 mean three positive constants, with [image: image].
Besides, a third-order HGSPO is adopted to realize the estimation of perturbation [image: image] and the first-order derivative of mechanical rotation speed, as follows:
[image: image]
where observer gains α21, α22, and α23 are all positive constants, with [image: image].
Tracking error dynamics of the POFOC method is written as:
[image: image]
where control gains [image: image], [image: image], [image: image], [image: image], [image: image], [image: image], fractional integrator order [image: image] and [image: image], and differentiator order [image: image] and [image: image] are chosen to realize a satisfactory dynamic tracking error.
Then, JSA is used to optimize POFOC control gains. The optimization goal is to minimize active power and reactive power tracking errors and minimize the overall controlling cost, as follows:
Minimize F(x) = [image: image]
[image: image]
where the weights [image: image] and [image: image] mean the scaling coefficients that are designed as 0.2, while T = 10 s. The overall control framework of POFOC control is given in Figure 6.
[image: Figure 6]FIGURE 6 | The overall control framework of a perturbation observer-based fractional-order control (POFOC).
6 CASE STUDIES
The configuration of a typical SMES system is illustrated in Figure 7, while related parameters are specifically shown in Table 1. To testify the control performance and robustness of the POFOC strategy, it is compared against the traditional PID control and IDA-PBC under two cases. In addition, the simulation is executed on Matlab/Simulink 7.10 using a personal computer with an IntelR CoreTMi7 CPU at 2.2 GHz and 8 GB of RAM.
[image: Figure 7]FIGURE 7 | The configuration of an SMES system in a microgrid.
TABLE 1 | The superconducting magnetic energy storage (SMES) system parameters and microgrid parameters.
[image: Table 1]6.1 Active power and reactive power supply
The purpose of this case is to verify the ability to regulate the output of active power and reactive power when the system is under disturbance. In this case, the reference of power is constantly changing, and the main purpose is to track them accurately. In addition, the detailed system response is demonstrated in Figure 8, which indicates that POFOC can adjust the active power and reactive power in the shortest time, and the tracking effect is the best. In addition, serious overshoot occurs in PID control, which might lead to a decrease in the operating stability and reliability of the system. The system cannot be quickly restored to the stable state due to the slow adjustment speed of IDA-PBC.
[image: Figure 8]FIGURE 8 | System responses under power support. (A) Control input md. (B) Control input mq. (C) Active power Pac. (D) Reactive power Qac.
6.2 System restoration ability under power grid fault
This section aims to verify whether the control system can recover the disturbance system quickly and effectively. Suppose at t = 0.5 s between Bus 2 and infinite bus, there is a three-phase short-circuit fault that occurs on a transmission line. In addition, when t = 0.6 s, the fault line is disconnected, and the automatic re-closing device is turned on, and the normal supply of electric power is restored after the fault is cleared. Figure 9 shows the recovery performance achieved by various controllers when a failure happens, which indicates that POFOC can effectively and significantly mitigate power oscillations caused by faults, ensuring that unstable systems return to normal operation at the highest speed. Compared with PID control, the proposed POFOC method can always maintain a relatively stable tracking performance, and the restore speed is much faster after the fault on the transmission line.
[image: Figure 9]FIGURE 9 | System responses under power system fault. (A) Control input md. (B) Control input mq. (C) Active power Pac. (D) Reactive power Qac.
7 CONCLUSION
A novel POFOC scheme combined with JSA is developed in this work for SMES systems, which main novelties are outlined as:
1) HGPO is first employed to estimate the combined impact of SMES system modeling uncertainties, unknown parameters, and external disturbances. Then, the control strategy fully compensates the estimated perturbation for consistent global control, which leads to stronger robustness.
2) A novel JSA is employed to optimize and tune the control gains based on its powerful global searching ability, which can effectively avoid the algorithm falling into local optimal solutions.
3) Case studies testify the practical performance of the proposed POFOC scheme compared against traditional PID control and IDA-PBC. Experimental results indicate that POFOC control can significantly enhance the overall control performance of SMES system in comparison with PID control in terms of tracking ability and control costs. In particular, the overshoot of PID is 115.264% of the rated value, while POFOC and IDA-PBC has no overshoot.
In future studies, a more advanced controller and algorithm will be devised to solve this problem.
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GLOSSARY
Ed d-axis voltage of AC equivalent node
Eq q-axis voltage of AC equivalent node
[image: image] electrical frequency of AC equivalent node
id d-axis current flowing across the transformer
iq q-axis current flowing across the transformer
vd d-axis voltage at PWM-CSC terminal
vq q-axis voltage at PWM-CSC terminal
idc DC current flowing across superconducting coil
md d-axis modulation indicatrix
mq q-axis modulation indicatrix
Pac active power
Qac reactive power
ςi, φiλci (i = 1,2) controller gains
αij, kij (i = 1,2; j = 1,2,3) observer gains
[image: image] the thickness layer boundary of the observer
[image: image] the thickness layer boundary of controller
[image: image],[image: image] fractional differential order
C capacitor used as low-pass filter
Lsc inductance of superconducting coil device
LT inductance of transformer
RT resistance of transformer
[image: image] rated apparent power of SMES system
SMES superconductor magnetics energy storage
DG distributed generation
FOSMC fractional-order SMC
AFOSMC adaptive fractional-order SMC
PID proportional-integral-derivative
SMSPO sliding-mode state and perturbation observer
PWM-CSC pulse-width modulated current source converter
HIL hardware-in-the-loop
IDA-PBC interconnection and damping assignment passivity-based control
JSA jellyfish search algorithm
EESS electric energy storage systems
SCES super-capacitor energy storage
FWES super-capacitor energy storage
HESS hybrid energy storage system
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