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With the increase in multi-energy loads and renewable energy (RE) penetration, the valley-to-peak value of the electric-heat system is gradually increasing. Although the integrated energy system (IES) and power-to-hydrogen (P2H) technology are widely used to improve energy efficiency and promote the consumption of REs, the dispatch strategies for the IES with P2H to provide integrated demand response (IDR) are not investigated clearly. Thus, this paper presents an optimal dispatch strategy for the IES to provide IDR with multiple P2H technologies. Firstly, a unified mathematical model is built for describing multiple P2H technologies with joint consideration of start/shutdown and ramping constraints. Then, a bi-level P2H-coupled IDR dispatch model is built where the upper level is the IES model including P2H and hydrogen storages with consideration of electric/gas/thermal multi-energy coupling, and the lower level is a flexible user model including transferrable and reduced loads. The Karush–Kuhn–Tucker (KKT) condition and big M methods are used to reformulate the lower-level user model into several complementary relaxation constraints. Then, the whole model is transferred into a solvable single level and linearized model. Finally, the case study shows that the proposed method can improve system flexibility and effectively reduce load peak-to-valley difference. Besides, the addition of P2H and HS into the IES can further optimize the whole economic profits, energy efficiency, and ability to consume REs.
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INTRODUCTION
With the stern situation of the carbon emission problems, the penetration of renewable resource (RE) is further increasing. However, the increasing volatility makes it more difficult for the system to handle peak-valley regulation only depending on conventional thermal units. The integrated energy system (IES) is a new energy utilization form to combine multiple energy, which can greatly enhance the holistic energy efficiency and comprehensive capability to consume REs. Thus, the IES is recognized as a fit resource to provide integrated demand response (IDR) (Wang et al., 2017; Feng and Zhang, 2018; Jiang et al., 2021; Liu, 2021). However, the needs for IDR are more and more multiple, which makes the IES uneasy to get sufficient economics by providing IDR under current circumstances. Thus, it is necessary to put focus on modeling and optimized dispatching and controlling methods for the IES to provide IDR for earning more profits while enhancing the consumption of REs at the same time.
Normally, a conventional IES modeling method is to build power source models containing electricity, heat, gas, and cold power with their converting equipment. However, the IDR is mainly the needs of loads. Thus, it is necessary to consider the coupling between the power resources and users when modeling the IES. Some researchers propose a method to put some flexible and price-based loads into their model and take the unity as a microgrid (MG) or P2H-coupled IDR dispatch (Liu et al., 2017; Chen et al., 2019; Yuan et al., 2019; Yang et al., 2020a; Liangce., 2021; Zhu et al., 2021; Zhou et al., 2021). However, the peak-valley regulation and RE consumption ability of their model is still insufficient. In contrast, hydrogen energy (HE) is getting more attention due to the fact that the mature technology of power-to-hydrogen (P2H) will help to consume more solar or wind power. Besides, the combination of P2H with hydrogen storage (HS) can effectively make up for the disadvantages of energy storage (ES) in terms of duration, energy storage capacity, and energy density. Thus, the P2H technology can meet the multiple needs of IDR. However, the utilization of P2H technology is inadequate in current IES models. Thus, it is necessary to take research on P2H modeling for it to be put into the IES.
There are currently three mainstream types of P2H technology: alkaline electrolysis cell (AEC), proton exchange membrane electrolysis cell (PEMEC), and solid oxide electrolysis cell (SOEC). Their characters in terms of investment cost, flexible features, and operating efficiency are different. Thus, their capabilities of promoting the consumption of new energy and optimizing the electrothermal coupling of traditional cogeneration are different as well. There are researchers using different types of P2H to respectively cooperate with REs, gas turbine, and fuel cells (Guo et al., 2020; Li et al., 2021; Zhang et al., 2021a). However, their models only use single P2H technology. The multiple renewable-to-hydrogen method is proposed in Zhang et al. (2021b) to enhance the hydrogen production efficiency. However, the costs in their model are rough. The needs for IDR are multiple, and this makes it require multiple forms of combination of different P2H and a more detailed cost model. Thus, the effects of the IES with different P2H needs to be analyzed.
As to the optimization for the IES to provide IDR, normally, the prices of users will affect the operator profits of the IES. Thus, some researchers propose the optimal dispatch and control method for the IES to provide price-based demand response (PDR) (Kim, 2018; Liu et al., 2019; Sumaiti et al., 2020; Yang et al., 2020b). Among their studies, one way to deal with users is to add user profits as constraints (Kim, 2018; Sumaiti et al., 2020). Other ways to consider users are to set both the IES and users as participants to provide IDR (Yang et al., 2020b) or convert the energy consumption of users into energy consumption satisfaction and set it as an optimization goal (Liu et al., 2019). However, they ignore the interaction process between the operator and users. Thus, a study handled the interaction problem from game theory to reach equilibrium from energy aspects (Liu et al., 2020). However, it still ignores the interest coupling between users and the operator.
To solve the problems mentioned above, this paper proposes an optimal dispatch and control strategy of the IES considering multiple P2H to provide IDR. Firstly, an IES model including P2H and HS with consideration of electric/gas/thermal multi-energy coupling is built in the upper level. Then, a model containing users that can be transferred and reduce the electric and heating load is built in the lower level. A bi-level optimized dispatching and controlling model is proposed by introducing operators. Finally, the Karush–Kuhn–Tucker (KKT) condition is used to transform the bi-level model into a single-level optimization problem with equilibrium constraints. The whole model is demonstrated with a case study to verify its effectiveness, economics, and improvement in RE consumption.
The main contributions of this paper are as follows:
1) An “electricity–hydrogen–electricity” conversion model is built with joint consideration of the start/shutdown and operation constraints.
2) Different P2H technologies are compared to analyze their effects on the economics and capability to consume REs of the IES.
3) An “operator–user” interaction framework and optimized dispatch and control strategy are proposed for the IES to provide IDR.
SYSTEM MODEL
Integrated Energy System Model in the Upper Level
The manager of the P2H-coupled IDR dispatch model is the operator. Inside the zone, the operator meets the needs of users by controlling their directly administered equipment and responds to system needs by setting energy prices, thereby earning a certain amount of revenue. The energy transmission inside the integrated energy system (IES) is shown in Figure 1. It consists of RE power generation, combined heating and power (CHP) units, regenerative electric boiler, electric energy storage (ES), P2H equipment, hydrogen storage (HS) equipment, and fuel cells. Electricity, gas, and thermal energy are supplied to lower-level users through the internal production and conversion of operators.
[image: Figure 1]FIGURE 1 | Energy transmission inside the IES.
The objective function of the operator is to maximize the difference of revenues and costs, which are as follows:
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where the revenues are as follows:
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where Eq. 2 is the operator’s revenue, which represents the sum of its energy sales and demand response compensation; [image: image] represents the operator’s revenue from energy sales to users; [image: image] represents the operator’s revenue from system demand response; Eq. 3 represents the operator’s energy sales; [image: image] is the electricity price set by the operator at time t; and [image: image] is the electric power provided by the operator user at time t; the same goes for the heat energy. The demand response income includes peak-shaving and valley-filling income, and its income is expressed as the product of the electric heating response and the compensation price, as shown in Eqs 4 and 5. [image: image] is the compensation obtained in response to the peak-shaving demand; [image: image] is the compensated electricity price in response to the peak-shaving demand; [image: image] is the reducing power. The expression methods of thermal energy and electric energy for the reduced electricity are consistent; the same goes for the valley-filling demand response.
The costs are shown as follows:
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where the cost of the operator is the addition of electrical and heat purchasing cost of the operator with the operating cost of the CHP unit. Eq. 7 represents the power purchase cost. [image: image] is the time-of-use electricity price of the main grid at time t; [image: image] is the power storage purchased from the main grid at time t; [image: image] is the load power directly purchased by the operator from the grid at time t. Eq. 8 represents the heat purchase cost. [image: image] is the heat price of the heating network at time t; [image: image] is the direct purchase of heat by the operator from the heating network at time t. The operating cost of CHP is expressed by the quadratic function of its net gas purchase as shown in Eq. 9. [image: image], [image: image], and [image: image] are, respectively, the cost coefficients of CHP units, which are taken as 0.0012, 0.15, and 2 (Jiarong1, 2021). The net gas purchase is expressed as the difference between the demand of the CHP unit and the HS gas supply [image: image].
The relevant IES internal power balance and equipment operation constraints are as follows:
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where Eqs 10–13 represent the power balance constraints of the four nodes in Figure 1. Eqs 14 and 15 are the climbing constraint and the heat-based power constraint, respectively, of the CHP unit, while the upper and lower limits of the unit output are also restricted at the same time. Eq. 16 indicates that the energy price set by the operator should not be higher than the price of the main grid energy grid. Eqs 17–20 describe the specific relationship between the P2H switch state [image: image], start action [image: image], and shutdown action [image: image] (Kazempoor and Braun, 2014a). There is a delay in the start of P2H, which is represented by [image: image]. It means only after [image: image] the device will enter the power-on state. Eqs 21 and 22 represent the limit on the number of P2H start–stop actions. Eq. 23 describes the three working modes of P2H equipment starting, shutting down, and starting by constraining the upper and lower limits of the output. During the start-up period, P2H requires a load [image: image] but does not produce hydrogen. [image: image] and [image: image] respectively indicate the upper and lower limits of the power of the electrolyze in the start-up state (Kazempoor and Braun, 2014b). There is no delay in the shutting down of P2H. Hydrogen production will stop when the power supply is cut off. Eq. 24 is the climbing constraint of P2H. Eq. 25 indicates that P2H consumes electric energy to produce hydrogen to produce heat, and the fuel cell burns hydrogen to produce electricity and heat. Eq. 26 represents the SOC of hydrogen storage. [image: image] and [image: image] are, respectively, the charging and discharging efficiency of HS; [image: image] is the capacity of HS. Eq. 27 constrains the upper and lower limits of the SOC of HS and the consistency of its beginning and end states. Eq. 28 constrains the upper and lower limits of P2H power and fuel cell power. Eq. 29 uses 0–1 variables [image: image] to restrict that HS should not charge and discharge at the same time. The restraint methods of ES and regenerative electric boilers are the same as HS.
Users Model in the Lower Level
Users in the lower level will report their own net load to the operator in the upper level. Besides, the flexible load can be appropriately reduced or shifted during demand response. The users adjust their load according to the time-of-use (ToU) tariffs and heat prices within the IES.
The electrical load (EL) of users can be shown as follows:
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where, with regard the user as a whole entity, Eq. 30 indicates that the net EL of the system at time t is the sum of the net EL of all users. The own load of users includes fixed load [image: image] , reduced load [image: image], and translatable load [image: image]. The translatable load is divided into increasing power [image: image] and decreasing power [image: image] as shown in formulas (31)-(32). Eq. 33 indicates that the user can reduce and translate that the load must not exceed its upper and lower limits. Eq. 34 respectively expresses that the sum of the load that can be translated in the T period is zero. The sum of the load that can be reduced in the T period shall not exceed the fixed value [image: image], which takes negative 1,500 kW in this paper. The heat load (HL) on the user side is the same as the electric load, and the total HL can be reduced to negative 2,300 kW.
The objective function of users is to minimize the energy purchasing costs and load decreasing costs, which are as follows:
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where Eqs 36 and 37 describe the energy purchase cost [image: image] and the load reduction cost [image: image] of user i at time t, respectively. [image: image] is the electricity price set by the operator at time t; [image: image] is the net power load of user i at time t; [image: image] is the heat price set by the operator at time t; [image: image] is the net HL of user i at time t. [image: image], [image: image] respectively represent the unit load reduction cost of user i at time t and are represented by a linear function of the total reduced load at that time, as shown in Eq. 38.
The electricity used by the operator for peak-shaving demand response is the sum of the reduced load [image: image] and the reduction of the shiftable load [image: image] of users. The power used for valley-filling DR is the increasing of the shiftable load [image: image] as shown in formulas (39) and (40). The same goes for the thermal energy.
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METHODOLOGY
Karush–Kuhn–Tucker Condition
For the solution of the bi-level optimization model, the Karush–Kuhn–Tucker (KKT) condition of the lower model is generally used to convert it into the additional constraints of the upper model, and then into a single-level model (Huang et al., 2018; Rui et al., 2018; Yi et al., 2020; Guo et al., 2021).
According to formulas (30)–(40) and the HL formula, write the user model Lagrange function [image: image], where w and v are the introduced Lagrange multipliers. Find the partial derivatives [image: image] of L separately and constrain its value to be zero. Taking the constraint condition of Eq. 33 as an example, the complementary slack constraint is as follows:
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Linearized Method
Complementary relaxation constraints are nonlinear expressions, and they are converted into linear constraints by introducing binary variables and the big M method (Shigenobu et al., 2017; Yuehao et al., 2018), taking Eq. 41 as an example, and its linear expression is as given in Eqs 43 and 44:
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where [image: image] is a 0–1 variable, and M is an infinite number. Perform the above operations on the model constraints in the lower level and convert the bi-level model into a single-level linearized model.
CASE STUDY
Basic Data
In this case, the prices of residential EL, HL, power and heat grid, electrical demand response (EDR), and heat demand response (HDR) compensation price are shown in Figure 2. IES internal equipment parameters are shown in Table 1 (Yi et al., 2020; Yang et al., 2020c), among which the power and heat efficiency of fuel cells are all taken as 0.5. The main technical and economic indicators of the three P2H technologies are shown in Table 2. Consider three mainstream P2H technologies: AEC, PEMEC, and SOEC, and their various key technical and economic indicators are shown in Table 2 (Jiarong1, 2021; Kazempoor and Braun, 2014a), respectively.
[image: Figure 2]FIGURE 2 | Electric/heat load, network price, and compensation price curve.
TABLE 1 | Unit parameters in the IES.
[image: Table 1]TABLE 2 | Techno-economic indices of different P2H technologies.
[image: Table 2]Optimization Results With/Without P2H
Due to the introduction of P2H and HS, the energy production and consumption capacity of the park has been improved, and the “multi-energy complementary” operation mode of the park has been increased. This section will compare the demand response effects of the IES with or without P2H. Figure 3 shows the time shift of electrical load changes and load reduction before and after demand response with or without P2H. The process takes AEC technology as an example and assumes that the park scenery is completely absorbed.
[image: Figure 3]FIGURE 3 | Changes in the electrical load before and after demand response with or without P2H.
As shown in Figure 3, the interactive mechanism proposed in this paper can achieve the peak-shaving and valley-filling effect with or without P2H, and the peak-to-valley difference is reduced by 11.3 and 6.7%, respectively, compared with the situation before DR. The total peak shaving without P2H is 2,342 kW, while the total valley filling is 1,320 kW. It means that the total peak shaving is increased to 2,850 kW with P2H, while the total valley filling is increased to 1,485 kW. Compared with that of with or without P2H, the increasing rates are 21.7 and 12.5%, respectively. The reason for the situation mentioned above situation is that the operator will guide users to change their energy consumption habits and adjust the load flexibly during the corresponding time period due to the compensation price. Besides, the P2H and HS equipment can act as producers or consumers according to system requirements.
The interactive model in this paper can effectively smooth the electric heating load curve of users, which provides a guarantee for improving the economic and energy efficiency of system operation. In addition, the introduction of P2H and hydrogen storage enhances the flexibility of park loads and increases the system’s energy complementary mode.
Figure 4 shows the time shift of the thermal load changes before and after the DR and the load reduction with or without P2H equipment. According to the scheduling instructions, 01:00–07:00 and 20:00–24:00 are the HL reduction period while 10:00–17:00 is the HL filling stage. According to the HL reduction and transferring situation in the figure, with or without P2H, the requirements of peak shaving and valley filling can be met. The peak-to-valley difference is reduced by 39.7 and 29.4%, respectively, compared with the situation before DR. Additionally, the load fluctuation has been greatly improved. Furthermore, the peak-shaving and valley-filling responses are increased by 26.7 and 5.3%, respectively, compared with that of the with or without P2H.
[image: Figure 4]FIGURE 4 | Changes in the heat load before and after demand response with or without P2H.
According to the income and costs in the scenario with or without P2H in Table 3, the introduction of P2H has increased the purchase energy of the system to a certain extent, but the hydrogen produced shares part of the cost of the CHP unit and at the same time increases the flexibility of the electric heating load. Increased system demand response revenue, which increased the final total benefit by about 20%.
TABLE 3 | System cost and income before and after demand response with or without P2H.
[image: Table 3]In addition, comparing Figures 3, 4 and, we can see that the three periods of 01:00–06:00, 10:00–11:00, and 16:00–17:00 are the coupling periods for electric energy valley filling/peak shaving and thermal energy valley filling/peak shaving. Taking the 01:00–06:00 period as an example, in order to meet the system’s electricity demand for valley filling, in the absence of P2H, the thermal energy will be reduced due to the limitation of electrothermal coupling and the impact of the compensation price. Thus, the peak-shaving response effect is poor. Although there are electricity and heat storage devices in the system, this process still reflects the limitations of the traditional IES electrothermal coupling. The introduction of P2H and hydrogen energy storage can alleviate this situation, so that the park achieves the desired effect during the peak-shaving/valley-fill coupling period, which shows that the introduction of P2H optimizes the electrical and thermal coupling of the system and improves the ability of system peak shaving and valley filling.
Comparative Analysis of P2H Technology Response Effect
After verifying the effectiveness of P2H in comprehensive demand response, this paper compared three P2H technologies: AEC, PEMEC, and SOEC. According to the technical and economic indicators in Table 2, the three P2H technologies are substituted into the model of this paper for optimization simulation. This process also assumes that the wind and solar output can be completely absorbed. The result of hydrogen production is shown in Figure 5. The operator costs and profits are shown in Table 4. Comparing the results of the table, although SOEC has a start-up delay, it has the largest profits, which is 5,990.1 yuan due to its high efficiency and large peak value. Besides, PEMEC has the fastest climbing rate and has no delay. This means it can reach the peak faster and has no start delay. However, the lower efficiency leads to lower operator profits than those of SOEC. Therefore, without considering the investment cost, SOEC is the best choice as the system electricity hydrogen production equipment.
[image: Figure 5]FIGURE 5 | Hydrogen production of different P2H technologies.
TABLE 4 | System cost and income of different P2H technologies.
[image: Table 4]Under the scenario of surplus wind and solar power, the comparison and analysis results of four situations of AEC, PEMEC, SOEC, and electricity-free hydrogen production are shown in Table 5, which shows the profits and the consumption rates of wind/solar. In the absence of P2H, the ability to consume REs is insufficient due to its limited energy conversion equipment and ES equipment. Thus, the internal “multi-energy complementary” mode of the system is relatively simple, and the consumption rate of wind and solar is only 62.98 and 42.24%, respectively. The optimization results under the introduction of three P2H technologies have greatly improved the consumption rate of wind and solar and operator profits. In general, the comprehensive energy system under the SOEC hydrogen production technology has the best wind and solar consumption, which is 74.04 and 95.49%, respectively, and the highest profit is 13,912 yuan.
TABLE 5 | System cost-income and wind-solar consumption of different P2H technologies in Surplus DERs scene.
[image: Table 5]CONCLUSION
This paper constructs an IES and user interaction framework containing P2H and HS based on the background of IES optimal dispatch. An IDR optimal dispatch model is established for power source–load–storage interaction. Then, the impact of different P2H technical routes is analyzed. The conclusions are as follows:
1) The introduction of P2H and HS into the IES to participate in comprehensive demand response can improve system flexibility and effectively reduce load peak-to-valley difference. In addition, P2H and HS can further optimize the electric and thermal coupling limitations of traditional units and improve the peak-shaving and valley-filling capabilities of the system at the same time.
2) P2H and HS equipment play a strong role in the optimization of the IES. Combining the load characteristics of the two to participate in IDR will help increase the consumption of wind power and improve the economic profits and energy efficiency utilization of the system.
3) Under the background of the IES participating in IDR, the three main hydrogen production technologies are compared. The results show that the system using SOEC as the main hydrogen production technology has higher wind energy consumption and profits without considering the investment cost.
This paper considers that the interaction framework between the IES and park users is closer to reality. It has been verified that it can improve wind and solar absorption and bring considerable profits. However, the modeling of some equipment in this paper is not specific enough, such as the output characteristics and efficiency characteristics of P2H. The next step is to conduct further research on the refined modeling of energy equipment in the model.
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