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To quantitatively evaluate the frequency stability margin during primary frequency control period following an under-frequency event, this paper presents a dynamic frequency response constrained optimal power flow (OPF) model. In this model, frequency security margin is defined and maximized by adjusting pre-disturbance generation outputs of conventional units and injections of battery energy storage system (BESS) immediately after a disturbance. Two nonlinear characteristics in speed-governing systems are considered and described as smooth and differentiable formulations to facilitate their incorporations into the proposed optimization model. A graphical tool is also provided to enable region-wise frequency security assessment based on the obtained maximum frequency security margin. Simulation results on WSCC 3-machine 9-bus system and New England 10-machine 39-bus system validate the suggested margin metric and the effectiveness of the proposed method.
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1 INTRODUCTION
Renewable energy sources, notably inverter-connected wind turbines (Xiao et al., 2021; Wei et al., 2022) and photovoltaic solar power, usually do not provide synchronous inertia. The increasing integration of renewable energy sources deteriorates the primary frequency response (Doherty et al., 2010; Ingleson and Allen, 2010; Sharma et al., 2011; Illian, 2017), as synchronous units with governor supplying frequency response are replaced by asynchronous renewable units that contribute little to synchronous inertia and governor response. In this context, the traditional assumptions that synchronous inertia is sufficiently high and governor response is adequate are not always valid, especially under light load and high renewable generation (Eto et al., 2010). Therefore, it becomes more critical to evaluate whether a system can maintain frequency stability following disturbances.
In current practices, simulations are performed under some typical operation modes to examine whether frequency stability requirements are met (Illian, 2017). However, frequency dynamics are closely related to pre-disturbance power dispatch (O’Sullivan and O’Malley, 1996; Doherty et al., 2005; Chávez et al., 2014), equipment characteristics, the disturbance and frequency response provided by fast-acting resources such as battery energy storage system (BESS) (Lian et al., 2017; Zhang et al., 2018; Engels et al., 2020; Golpîra et al., 2020). It is thus challenging to determine the best frequency stability level that a system can achieve through simulation methods. To quantitatively evaluate the maximum frequency stability margin of a system, an appropriate evaluation metric and an effective evaluation method are necessary.
Frequency nadir (the minimum value of frequency) is an important metric for assessing frequency stability (Rezkalla et al., 2018). Simulations are performed in O’Sullivan and O’Malley (1996) to calculate the frequency nadir for a given dispatch to check whether the frequency nadir limit constraint is satisfied. Egido et al. (2009) calculates frequency nadir using a simplified model that includes the regulation speed of governors. Oskouee et al. (2020)derives frequency nadir based on a multi-area system freaquency response model. In Uriarte et al. (2015), reaction time is first proposed to assess frequency stability, which is calculated as a function of microgrid ramp rate magnitudes and local inertia. Zhang et al. (2020) proposes the concept of frequency security margin which is defined as the maximum power imbalance that the system can tolerate. Although the above assessment metrics are utilized for frequency stability assessment, few studies have considered the impact of various control mechanisms, including the dispatch of conventional generation and battery energy injection schedule, on the assessment metrics.
To relate frequency nadir to pre-disturbance generation dispatch, our previous work Zhao et al. (2021) employs a set of discretized differential algebraic equations (DAEs) to express dynamic frequency response in a frequency stability constrained optimal re-dispatch model. It is a beneficial attempt to establish the connections between frequency dynamics and control mechanisms.
In this paper, a frequency nadir based margin metric, frequency security margin (FSM), is developed to quantitatively measure the frequency stability margin. A new dynamic frequency response constrained optimal power flow (DFR-OPF) that incorporates the dynamic frequency response similar to Zhao et al. (2021) is proposed to maximize FSM. DFR-OPF can make the most possible out of system frequency response capability to obtain the maximum frequency stability margin by optimizing the pre-disturbance conventional generation dispatch and battery energy injection schedule.
This paper mainly focuses on under-frequency events, such as those due to loss of generation, because they are more common. The main contributions of the paper are summarized as follows.
• This paper presents an optimization method to evaluate the maximum frequency stability margin considering the power dispatch of conventional units and the schedule of BESS energy injection.
• A smoothing method is developed to incorporate the intentional governor deadbands with negative frequency deviation inputs into an optimization framework.
• A metric is proposed to assess the safety margin and guide the enhancement of the delivered primary frequency response.
• A graphical tool is provided for region-wise frequency stability assessment. It suggests whether frequency stability for the current operating condition with a post-disturbance BESS scheduling can be improved and how much improvement is possible.
The remainder of this paper is organized as follows. Section 2 includes the mathematical model of dynamic frequency response for conventional generating units and BESS. In Section 3, the DFR-OPF model is presented to calculate the maximum of FSM. Section 4 introduces the region-wise graph for frequency stability assessment. The effectiveness of the proposed optimization method is validated in Section 5. Finally, conclusions are drawn in Section 6.
2 DYNAMIC FREQUENCY RESPONSE MODEL OF CONVENTIONAL GENERATING UNITS AND DISCUSSION ON FREQUENCY SUPPORT FROM BESS
2.1 Generic dynamic model of synchronous generating units governing frequency
The power deficit in a power system, caused by a sudden generation loss, is bound to cause drops in the rotor speed of synchronous units. For synchronous unit i ∈ SSG, its frequency dynamics can be stated by the swing equations as follows:
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where SSG is the set of the buses that the synchronous units are connected to, δi and ωi are respectively the rotor angle and rotor speed, ωn is rated synchronous speed, Hi is inertia constant (s), Pm,i is mechanical power of a turbine governor, Pe,i is electromagnetic power of a generator.
As to the electromagnetic power for unit i ∈ SSG, the following expressions can be used to calculate it:
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where Ei is the constant voltage behind a transient reactance [image: image], [image: image] and [image: image] are respectively the post-disturbance voltage magnitude and the phase angle for bus i, and Qe,i is the reactive power output for the unit connected to bus i.
The post-disturbance voltage variables [image: image] and [image: image] in 3, 4, i ∈ SN, i ≠ l, are determined by the following post-disturbance network equations:
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where [image: image] is the entry of the admittance matrix, fs is the average frequency which is defined in (7) using the center of inertia method (Kundur et al., 1994), Pd,i(fs) and Qd,i(fs) are respectively active and reactive load both expressed as functions of the average frequency, SN is the set of all buses, and the generation loss is assumed to occur at bus l.
The variation of mechanical power is the direct result of the governor response. To derive the analytical expression of mechanical power, the differential algebraic equations expression of the block diagram for individual governor turbine is needed. There could be generators with different kinds of turbines. Here, The block diagram of a reheated steam turbine in Kundur et al. (1994) shown in Figure 1 is taken as an example to discuss how to formulate the dynamics of turbine governing systems. The boiler pressure is assumed to be constant in this paper. For i ∈ SSG, i ≠ l, the frequency regulation mechanism of the reheated steam turbine in Figure 1 can be described as:
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where TG,i, TCH,i, TRH,i are time constants, zg1,i, zg2,i, and zg3,i are output variables of integrators, KG,i is the slope of the droop characteristic equal to the reciprocal of the governor droop, Pm0,i is scheduled mechanical power, and FHP,i is fraction of total turbine power.
[image: Figure 1]FIGURE 1 | Block diagram of a reheated steam turbine.
Besides, the initial condition equations need to be considered in the frequency dynamic studies. For i ∈ SSG, we have
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where [image: image] and [image: image] are the pre-disturbance rotor speed and rotor angle for the unit connected to bus i, f0 is the normal frequency, Vi and θi are pre-disturbance voltage magnitude and phase angle for bus i, Pg,i and Qg,i are the scheduled active and reactive power of the unit connected to bus i. Eqs 1–4, 13, 14 develop a relationship between pre-disturbance generation dispatch and frequency dynamics.
2.2 Discretization of dynamic frequency response model expressed as DAEs
In Section 2.1, the dynamic frequency response of a synchronous generating unit is modeled as a set of DAEs. To incorporate these DAEs into an optimization problem, a numerical integration method is required to convert the DAEs to numerically equivalent algebraic equations.
Eqs 1–11 can be written in a general form as:
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where u is the vector of the state variables, including δi, ωi, zg1,i, zg2,i and zg3,i. y is the vector of algebraic variables, including Pm,i, Pe,i, Ei, [image: image] and [image: image]. [image: image] is the fuctional vector on the right hand side of differential Eqs 1, 2, 8–10. [image: image] is the fuctional vector of algebraic Eqs 3–7, 11.
As an example, using the trapezoidal rule for 15, 16 yields:
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where k = 1⋯, nt is the integration step counter, nt is the number of integration steps, and h is the integration step size. Note that the integration time T = h ∗ nt is set according to the duration of primary frequency regulation.
The dynamic frequency response model of synchronous units is discretized as a set of algebraic equations corresponding to different time through 17, 18, which enables us to dynamically track frequency response performance of in an optimization problem.
2.3 Smoothing of intentional governor deadband
Governor deadbands generally fall into two categories: unintentional and intentional deadband. The unintentional governor deadband is used to describe the inherent mechnical effect of a turbine governor system and is often represented as a backlash. The technical progress and improvement of the governor systems reduce the need to consider backlash (Illian, 2017). An intentional governor deadband adopted in modern governor designs can reduce excessive activity of controls and turbine mechanical wear for normal system frequency variations. In power systems, there are two types of intentional deadband, step deadband (SD) and non-step deadband (NSD). In this paper, only the implementations of non-step governor deadbands with negative frequency deviation inputs are considered to respond to under-frequency events.
The output of an non-step deadband is shown as:
[image: image]
Note that (19) is not differentiable at some point, which will make an optimization model difficult to solve due to the incorporation of this expression. In this paper a smoothed non-step deadband (SNSD) is developed to smooth (19) as follows:
[image: image]
Figure 2 shows the curves of NSD and SNSD. Equation 20 allow the incorporation of non-step governor deadbands into an optimization problem as constraints.
[image: Figure 2]FIGURE 2 | Non-step deadband and its smoothing.
2.4 Frequency support provided by BESS
Since this paper focuses on dynamic frequency response for under-frequency events, BESS is assumed only to inject power to the grid but not absorb energy to recover the state of charge of batteries during primary frequency control period. The discharge power of a BESS is considered as an adjustable variable in the proposed optimization problem of this paper and should be within the limits as follows:
[image: image]
where [image: image] denotes the discharge power of the BESS integrated into Bus i at time k, Pbsmin,i and Pbsmax,i are respectively the upper and lower limit of discharge power, and SES is the set of the buses where BESSs are integrated.
The amount of energy a BESS should provide to support frequency during primary frequency response, ESf,i, is thus:
[image: image]
In Section 5 we will show that the energy that the batteries inject to provide frequency support is very small compared to their overall energy. Therefore the state of charge of batteries within the primary frequency control time frame is not discussed in this study.
3 DFR-OPF MODEL FOR SOLVING MAXIMUM FREQUENCY SECURITY MARGIN
3.1 DFR-OPF formulation
We define FSM as the difference between the system frequency nadir and the allowable frequency lower limit:
[image: image]
where fnadir and fall denote system frequency nadir and allowable frequency lower limit respectively. System frequency nadir fnadir refers to the minimum of frequency nadirs for all generators. Allowable frequency lower limit is the frequency at which load shedding occurs, commonly corresponding to the highest UFLS threshold. FSM represents a safety margin to ensure frequency stability. If FSM >0, the system can maintain frequency stability following a disturbance. Large FSM implies a high level of frequency stability. If FSM ≤0, UFLS may be trigged once a certain disturbance occurs. FSM helps operators know how much safety margin a system has, while the other frequency security related indicators cannot provide this information.
We propose a dynamic frequency response constrained OPF (DFR-OPF) model to obtain the maximum FSM (MFSM). In DFR-OPF, inertial and governor response are mathematically expressed as a set of differential algebraic equations (DAEs), allowing frequency response performance tracking. Two types of under-frequency events, generation loss and load increase, can be considered in the DFR-OPF model.
The objective of DFR-OPF is to maximize FSM.
The constraints of the DFR-OPF formulation include the dynamic frequency response constraints of conventional turbine generators and discharge power limits of BESS, in addition to regular limitations of classical OPF, such as full network power balance relations, technical restrictions, etc.
1. Nodal power balance relations under normal operations: Active and reactive power flow equations under normal operation are written as follows:
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Note that Pg,i = Qg,i = 0 for the bus where there is no conventional power generation.
2. Swing equations and its related parameters expression: The swing equations in differential form are shown as 1, 2. To include them as constraints, 1, 2 are converted to a set of equivalent algebriac equations according to (17):
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If the under-frequency event is a generation loss, it is assumed that the conventional synchronous units connected to bus l are tripped off. And [image: image] can be expressed in the following form according to (3) and (18):
[image: image]
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3. Post-disturbance nodal power balance relations: The post-disturbance nodal power balance equations should be discretized according to (18) and then represented by the following expressions with the consideration of the frequency support from BESS and two types of possible under-frequency events.
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where ΔPd,i and ΔQd,i are the active and reactive load increase at Bus i. If the disturbance is a generation loss, ΔPd,i = ΔQd,i = 0. If the disturbance is a load increase, no generation loss occurs at Bus l. Pdis,i = 0 if no BESS inject power to bus i. [image: image] can be expressed in the following form according to (4) and (18):
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4. Dynamic frequency response of turbine governors: Based on their block diagrams, the frequency response for turbine governors can be expressed as a set of DAEs and then transformed to the following discrete form:
[image: image]
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where utg and ytg are the state variable vector and the algebraic variable vector for turbine governors, and [image: image] and [image: image] are the differential equation vector and algebraic equation vector for turbine governors.
5. Operational and technical constraints: Before the disturbance occurs, the nodal voltage magnitude, the generating power and the current of lines are bounded by:
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where Iij is the current of line (i, j) and SLine is the set of transmission lines.
Following an under-frequency event, the conventional generators increase their active power injection through speed governing systems. The incremental mechanical power of individual turbine generator should keep positive throughout primary frequency control:
[image: image]
When a disturbance occurs, BESS begins to inject power to compensate for the power deficit. The discharging power limit constraint (21) should also be included.
6. Frequency nadir constraints: Since it is difficult to identify which unit contributes system frequency nadir and what time it is reached, this paper enforces unit frequency at every integration time above system frequency nadir, as expressed by:
[image: image]
Note that only the constraint with unit frequency at some time equal to system frequency nadir is bounded. Therefore, constraint (41) helps find out system frequency nadir in an indirect way.
7. Rate of change of frequency (ROCOF) constraints: It is necessary to ensure that ROCOF for all generators will not exceed the allowed upper limit, as shown below:
[image: image]
where [image: image] is the allowed maximum ROCOF. Note that the ROCOF throughout primary frequency regulation is considered. The ROCOF is enforced like this because the maximum ROCOF for individual generator does not always emerge immediately following the disturbance.
Thus, the DFR-OPF model is summarized as follows:
max FSM
s.t. 24–27, 30–31, 34–42.
Any well-developed nonlinear programming algorithms can be used to effectively solve this problem.
3.2 Allocation of primary reserves
The primary reserves allocated to the units responsible for governor response can be obtained based on the solution of the proposed DFR-OPF model. The primary reserve for each conventional unit is considered as the maximum of the incremental mechanical power output of the turbine during primary frequency control interval, expressed by:
[image: image]
where Pr,i is the primary reserve for the unit integrated in Bus i. Allocating primary reserves among all conventional units based on (43) promises to arrest frequency decline after an under-frequency event and to recover frequency partially before second frequency control works.
4 REGION-WISE GRAPH FOR FREQUENCY SECURITY ASSESSMENT
Based on MFSM, this section provides a graphical tool to enable region-wise frequency stability assessment. The tool is appliable to both generation loss and load increase event.
A sudden under-frequency event, caused by generation loss or load increase, will lead to a power deficit. For a certain under-frequency event, varying its power deficit can produce a set of event scenarios. For those event scenarios, the proposed DFR-OPF model is run many times to explore the variation of MFSM under different values of power deficit. The curve of MFSM under different power deficit values is shown in Figure 3 as the dotted curve. Then, the point where MFSM is zero can be located on the curve. The power deficit value corresponding to this point is the maximum allowable imbalance power (MAIP) that a system can endure. Finally, three regions can be obtained as shown in Figure 3.
• The green part with FSM above zero represents the stable region. If the point corresponding to a current operating condition with an appropriate post-disturbance BESS scheduling falls in this region, it indicates that the current operating condition can maintain frequency stability if the BESS follows the post-disturbance scheduling.
• The blue part with FSM below zero and power deficit less than MAIP is called the correctable region. Although the FSMs in the correctable region are negative, the frequency stability level in this region could be improved and pushed to the stable region through re-dispatching the power generation of conventional units and re-scheduling the BESS power injection. The proposed DFR-OPF model can give an optimal power generation resdispatch and BESS power reschedule to move a point from the blue region to a location at the edge of the green region with the same power deficit, as shown in Figure 3.
• The red part with FSM below zero and power deficit greater than MAIP is the unstable region. If a power deficit exceeds MAIP, the system cannot maintain frequency stability following the disturbance. Furthermore, no dispatch operation through re-dispatching generation power and re-scheduling BESS power injection can make the system go back to the stable region.
[image: Figure 3]FIGURE 3 | Region-wise graph for frequency security assessment.
The region-wise graph can provide operators situational awareness of the frequency stability and guide them to take actions when necessary. Specifically, the operators should first calculate FSM for a given conventional generation dispatch and BESS power schedule under an anticipated under-frequency event through time-domain simulation. If the obtained FSM falls in the stable region, the operating condition with the BESS power schedule is acceptable to resist the under-frequency event. If the obtained FSM falls in the correctable region, the operators could employ the proposed DFR-OPF model to maximize FSM, eventually obtaining the most reliable conventional generation dispatch and BESS power schedule. If the obtained FSM falls in the unstable region, the operators should first consider enhancing the primary frequency response of the online conventional generators. A simple way is to start up more generators with large inertia constants. To decide the additional generators to start in an optimal way, the unit commitment model in Restrepo and Galiana (2005)considering frequency stability constraints can be solved .
5 CASE STUDIES
5.1 WSCC 3-machine 9-bus system
The WSCC 3-machine 9-bus system and New England 10-machine 39-bus system are used to validate the FSM metric and the effectiveness of the proposed optimization method. All traditional generators are thermal power units. Their governors are modeled as the WSCC Type G governor (Power World Corporation, 2022) as shown in Figure 4, and the power limit in turbine-governing system is handled as Zhao et al. (2021). To exclude the impact of the variations of active load power and network loss on system frequency to facilitate analysis, all loads are formulated as constant power loads and the resistance of the transmission lines and transformers are ignored. The DFR-OPF model is formulated in GAMS and solved using the IPOPTH solver (Wächter and Biegler, 2006). All calculations are performed on a HP EliteOne 800 computer with a four-core 3.2-GHz processor and 8-GB RAM memory.
[image: Figure 4]FIGURE 4 | The block diagram of the WSCC Type G governor.
The system data of the WSCC 3-machine 9-bus system in Sauer and Pai (1997) are used here. Table 1 shows the characteristics and technical parameters of turbine governors and generators. Other parameters for calculations are given in Table 2. A BESS is supposed to be integrated to bus 4, and its rated power and rated energy capacity are the same. A sudden load increase (LI) is assumed to occur at bus 5.
TABLE 1 | Parameters of generators and turbine governors for WSCC 9-bus system.
[image: Table 1]TABLE 2 | Other parameters for calculation in 9-bus system.
[image: Table 2]Figure 5 shows the region-wise graphs with and without BESS participating in frequency regulation. It can be observed that the stable region is enlarged with the help of frequency support from BESS. It implies that the frequency stability capability is enhanced. And the increase of MAIP from 0.3694 pu to 0.4404 pu indicates the system’s improved ability to resist under-frequency events.
[image: Figure 5]FIGURE 5 | A comparison of two region-wise graphs between with no BESS and with 10 MW/10 MWh BESS.
Figure 6 illustrates the variation of MFSM with the rated power of BESS under different load increase events. The value of MFSM grows as the rated power of BESS increases under the same amount of LI. It implies that the more power capacity a BESS has, the higher level of frequency stability a system can achieve. Figure 6 also shows that small LI yields large MFSM for the same BESS rated power. It indicates that the less the imbalance power is, the stronger capability to ensure frequency security a system has.
[image: Figure 6]FIGURE 6 | The variation of MFSM with the rated power of BESS following different load increase events.
Figure 7A illustrates the average frequency under different BESSs providing frequency support. As BESS’s rated power increases, the average frequency nadir increases and the rate of change of frequency decreases. It is due to the effect of the virtual inertia and the frequency response from BESSs. The total electromagnetic power (Total Pe) of all the conventional generators decreases with the increase of the BESS rated power as shown in Figure 7B, because the BESS with higher rated power injects more power into the system to help compensate the power deficit. It is noted that the total electromagnetic power during primary frequency control may include one or several sudden increase. It is probably due to the time-space distribution characteristics of frequency (Jin et al., 2019). Actually, the electromagnetic power for each generator shows oscillational change. The sum of those oscillational changes may easily come into being sudden increase. Figure 7C privides the changes of BESS discharge power (DP) with time. It is seen that BESS begins to discharge power immediately after the disturbance and provides frequency support throughout primary frequency regulation. Note that BESS does not keep discharging power without interruption, for the total electromagnetic power include sudden increase. Moreover, only a small amount of BESS energy is needed to participate in frequency regulation during primary frequency control, as shown in Figure 7D.
[image: Figure 7]FIGURE 7 | Curves (average frequency curve, total Pe curve, DP of BESS curve and BESS energy for PFR curve) for different BESSs providing power injection for the load increase of 0.38 pu.
The impact of a non-step deadband on frequency stability is then discussed here. Figure 8 shows the effect of changing the governor non-step deadband on average frequency and MFSM for a 0.34 pu load increase when a 10MW/10 MWh BESS participating frequency regulation. Compared to the results for no deadband, the non-step deadband reduces the frequency stability level. A smaller deadband ensures a stronger capability of arresting frequency decline and offering a larger frequency security margin.
[image: Figure 8]FIGURE 8 | The effects of non-step deadbands on average frequency and MFSM.
5.2 New England 10-machine 39-bus system
The New England 10-machine 39-bus system has ten generators to be dispatched, but only G1-G9 can provide governor response to respond to a frequency deviation. The network data can be found in Pai (1989). Parameters of generators and turbine governors are listed in Tables 3, 4. The parameters for calculation are in Table 5. It is assumed that a sudden generation loss occurs due to G1 tripping off. A BESS is integrated into bus 10 to participate in frequency regulation.
TABLE 3 | Parameters of turbine governors and generators for 39-bus system.
[image: Table 3]TABLE 4 | Technical parameters in per unit for 39-bus system.
[image: Table 4]TABLE 5 | Other parameters for calculation in 39-bus system.
[image: Table 5]Since unit frequencies are different from each other following an under-frequency event, not all units reach the minimum frequency nadir. Here, we call the units with the minimum frequency nadir critical-frequency units. According to FSM’s definition, the critical-frequency units play a decisive role on FSM. To study FSM from the point of view of individual units, we define unit FSM as the difference of unit frequency nadir, not system frequency nadir, from the allowable frequency lower limit. Figure 9 shows the unit FSMs following different generation losses without power injection from BESS. For generation losses of 0.86 pu, 0.91 pu, 0.96 pu, 1 pu, the critical-frequency units are marked by stars. It is observed that the combinations of the critical-frequency units are not the same under different generation losses. When a 10 MW/10 MWh BESS injects energy to the system, the enhanced capability to ensure frequency stability is observed in Figure 10. And the combination of the critical-frequency units changes after considering the BESS power injection under the same generation loss. This observation is consistent with the time-space distribution characteristic of frequency (Jin et al., 2019).
[image: Figure 9]FIGURE 9 | Unit frequency stability margin with no integration of BESS.
[image: Figure 10]FIGURE 10 | Unit frequency stability margin with a 10 MW/10 MWh BESS providing frequency support.
It can be seen from Table 6 that the incorporation of BESS brings a different pre-disturbance dispatch compared to the results for no BESS injection following the same generation loss of 1.00 pu. The pre-disturbance power dispatch needs to be adjusted to adapt to the integration of BESS. Then the primary preserves for all units, Pr,i in (43), are decreased due to the power injection of the BESS following the disturbance.
TABLE 6 | Generation power dispatch and primary reserve in per unit.
[image: Table 6]Figure 11 shows the average frequency curves under different levels of inertial response for the generation loss of 1.00 pu. When the inertia constant H for all generators are reduced by 30%, the average frequency curve’s descent speed increases, and the average frequency nadir decreases. To increase the average frequency nadir to the original level and still satisfy the ROCOF limits, an 8.6 MW/8.6 MWh BESS is needed to be integrated into bus 10 to participate in frequency regulation. BESS can effectively prevent the deterioration of frequency stability caused by insufficient inertial response capability.
[image: Figure 11]FIGURE 11 | The effect of virtual inertia from BESS on frequency stability.
6 CONCLUSION
This paper proposes a dynamic frequency response constrained OPF model to maximize FSM with consideration of the frequency support provided by BESS during primary frequency control. Based on MFSM, a region-wise graph can be drawn to evaluate the degree of frequency stability for a given operating condition and post-disturbance BESS schedule. Case studies demonstrate that MFSM is a reasonable metric for assessing the frequency stability capability. In addition, by participating in frequency regulation, BESS can help a system enhance its resistance to an under-frequency event and improve the frequency stability. This paper’s outcome provides a way to quantitatively evaluate the system’s capability to maintain frequency stability under under-frequency events. It also provides information about whether the ability of frequency regulation during primary frequency control is adequate.
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