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In order to avoid safety problems caused by foreign bodies such as mice that may
appear in the power distribution room and by demarcating the electronic fence area
for key monitoring in the video surveillance screen, a foreign body intrusion
monitoring and recognition approach in a power distribution room based on the
improved YOLOv4 deep learning network is proposed. To optimize the detection
effects, the YOLOv4 algorithm is improved from the aspects of network structure,
frame detection, and loss function. At the same time, the channel pruning algorithm
is used to prune the model to simplify the model structure. The experimental results
show the effectiveness of the improved YOLOv4 deep learning network, which has
high detection accuracy, fast detection speed, and takes up less space after pruning.
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1 Introduction

With the deepening of the reform of the power system and the formation of the new normal
of the macro economy, the competition in the energy consumption market has become
increasingly fierce, and the external environment has gradually increased the service
requirements of power grid operators and power supply companies (Kaur et al., 2020;
Yuan et al., 2022; Liu et al., 2023). The existing management and monitoring mode of the
power room is based on sensors, video monitoring, manual analysis, robot inspection, etc.
(Dhiman and Kaur, 2019; Kumar and Dhiman, 2021; Yang et al., 2021). Artificial intelligence
can be used to improve the level of automation management andmonitoring of power rooms so
as to provide customers with better power supply services (Jacob and Darney, 2021; Kiruthika
et al., 2021; Liu et al., 2021). At present, equipment and security monitoring methods of some
power distribution rooms are relatively backward, so they may not be able to timely and
accurately reflect information about abnormal situations (Gangolells et al., 2010; Mroszczyk,
2015). Research studies on the intelligent identification technology of video surveillance based
on deep learning can realize the real-time monitoring and identification of foreign body
intrusion in the power room.

Target detection technology has been applied in this field for decades (Anastasiadou et al., 2021;
Ren et al., 2021a; Chen et al., 2022; Qin et al., 2022; Yang et al., 2022). Traditional target detection can
be divided into three steps: one is to select some candidate regions on a given image; the second step is
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to characterize these regions’ extraction; and the third step is to use the
trained classifier for classification, generally selecting Bagging, AdaBoost,
and support vector machine (SVM) (Tang et al., 2020; Wang et al., 2020;
Yang et al., 2020). When the selected feature descriptor has good
robustness, the performance of the traditional object detection
algorithm is also acceptable. However, the traditional target detection
has the problem that the artificially designed sliding window leads to an
unsatisfactory detection effect (Ramcharan et al., 2017; Li et al., 2019).
Now, deep learning techniques which are a powerful class of methods that
can automatically learn feature representations from data, have developed
rapidly, (Ker et al., 2017; Mezgec et al., 2019). In terms of foreign body
detection, according to the low environmental adaptability of the existing
foreign body detection and identification model, foreign body intrusion
detection and the identification model for urban rail transit lines is
constructed in the literature (Bashar, 2019). Singamaneni et al. (2022)
proposed an improved YOLOv3 foreign body detection method for
transmission lines, which has certain advantages in performance. One
of the main problems it aimed to solve was that the image is prone to
distortion during the insulator detection process and the model is greatly
affected by the external environment. The algorithm in the literature
(Aggarwal, 2019) first adopts adaptive gamma transform to automatically
adjust the brightness of the insulator image, and YOLOv4 is used to learn
the feature representation of different levels of the insulator. In order to
simplify the complex structure of YOLOv4 target detection network, many
parameters, high configuration required for training, and low number of
transmission frames of real-time detection pictures, it is difficult to achieve
industrial application popularization. The study by Sharma (2018)
proposes an improved light-weight network based on the
YOLOv4 quantization algorithm. The original YOLOv4 network is
improved and optimized, the ShuffleNetv2 light-weight network is used
to replace the original YOLOv4 backbone network, and the SENet module
is integrated into ShuffleNetv2 to make the model converge better.

To bring a new and higher level of foreign body intrusion into the
power distribution room, a foreign body intrusion monitoring and
recognition approach in the power distribution room based on the
improved YOLOv4 deep learning network is proposed. To optimize
the detection effects, the YOLOv4 algorithm is improved from the
aspects of the network structure, frame detection, and loss function.
The main contributions of the study are summarized as follows:

(1) The YOLOv4 algorithm is improved from the aspects of the
network structure, frame detection, and loss function.

(2) The channel pruning algorithm is used to prune themodel to simplify
the model structure and reduce the amount of calculation.

This paper is organized as follows: the first section establishes the
design framework for foreign body intrusion recognition in power
distribution rooms, the second section introduces the identification
method of foreign body intrusion in power distribution rooms based
on improved YOLOv4, the third section is experimental verification
and analysis, and the fourth section is the conclusion.

2 Design framework for foreign body
intrusion identification in a power
distribution room

For the intrusion of foreign objects, the video frame is selected for
frame selection, small target detection, classification, and

identification. When abnormal intrusion is detected, its shape is
captured through images, a general category judgment is made,
and then corresponding alarms are sent to the duty personnel This
would reduce the safety accidents caused by mice and other small
animals entering the electric room by mistake. The detection steps are
as follows:

Step 1: Video frame selection and format processing. According to the
comprehensive consideration of the scene, demand, and performance, a
reasonable video frame selection interval is designed, and the captured
single frame picture is converted into a JPG format picture.

Step 2: Image preprocessing. Image preprocessing is performed on
the format-converted image to remove some noise interference in the
image and ensure that the training and inference data preprocessing
operations are consistent.

Step 3: Small mouse detection and identification. According to the
preprocessing result, the image is preprocessed before recognition, and
then it is input into the foreign body detection model to determine
whether a mouse is detected.

Step 4: Judgment results and output alarm information. According to
the recognition result, if no mouse is detected, it will directly return to
none to continue the detection. If detected, it will output alarm
information. The identification process of foreign body intrusion in
the power distribution room is shown in Figure 1.

3 Identification method of foreign body
intrusion in a power distribution room
based on improved YOLOv4

3.1 Data preprocessing

Based on the samples in the pilot electric room scene, labellum is used
in this study to manually label foreign bodies such as mice in each image,
and the minimum circumscribed rectangle of the target is used as the real
frame during labeling. The number of annotations is shown in Table 1.

3.2 The improvement strategy of the
YOLOv4 model

The YOLOv4 target detection algorithm is an improved version of
the YOLOv3. Compared with YOLOv3, YOLOv4 implements feature
extraction of input images through the backbone feature extraction
network CSPDarknet53, and Path aggregation network (PANet) is
used to achieve feature fusion between different output layers (Hu,
2022; Zhang et al., 2022).

In this study, the foreign body detection and recognition model in
the distribution room based on the YOLOv4 algorithm is mainly
composed of the following four modules: the center and scale
prediction (CSP) module divides the stacking of the original
residual blocks into two parts, one part continues the stacking of
the residual blocks, the other part is connected to the output only after
a small amount of processing (Ren et al., 2021b; Ahmad et al., 2022;
Liang and Pei, 2022). The batch normalization and Mish (CBM)
module is used to extract input image features. The spatial pyramid
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pooling (SPP) module uses the maximum pooling of different scales to
pool the input feature layers and then stack them, which can greatly
increase the receptive field.

3.2.1 The improvement of the network structure
The input image is scaled to a pixel size of 608 × 608 as the input of

the network, and local features are extracted by convolution in three
different scales. The three output feature maps of different sizes, 19 ×
19, 38 × 38, and 76 × 76, correspond to scale 1, scale 2, and scale 3,
respectively. Among them, the scale 19 × 19 adds some convolution
blocks and then convolve the output detection frame information after
the auxiliary basic network, the scale 38 × 38 introduces a new round
of convolution based on the convolution before the end of scale 1 after
block and up-sampling, and the CSPDarknet53 network is combined
to perform the final convolution. Then, the regression judgment of the
category and location is performed. To avoid problems such as label

overlap, binary cross-sections perform category prediction, which is
used to improve accuracy.

3.2.2 The optimization of border detection
In the process of dividing the input photo into M ×M blocks, each

of the detection boxes contains five parameters, which are the abscissa
x of the object center position, the ordinate y, the confidence score
Cobjec, the height h, and width w of the detection frame. It effectively
reduces the influence of the bounding box regression dislocation
caused by the fixed detection bounding box scale. As an improved
YOLOv4 algorithm, the difference is that the offset of x and y is used as
the linear expression of the length and width of the detection frame, as
shown in Eqs. 1–4:

Rx � Pwtx P( ) + Px (1)
Ry � Phty P( ) + Py (2)

Rw � Pwe
tw P( ) (3)

Rh � Phe
th P( ) (4)

where Rx, Ry, Rw, and Rh are the estimated values of the four
position coordinates on the feature map, respectively, and Px and Py
represent the coordinate values of the center point. Then, the
abscissa, ordinate, width, and height of the available frame
information are studied, and the formulas for solving the values
are as follows:

bx � δ tx( ) + cx (5)
by � δ ty( ) + cy (6)
bw � pwe

tw (7)
bh � phe

th (8)
where bx, by, bw, and bh are the information of the obtained frame, cx
and cy indicate the offset of the frame coordinates, and the width and
sum of the preset anchor frame height are represented by Pw and Ph,
respectively. On this basis, the mathematical expressions of confidence
and intersection ratio are as follows:

Cobject � Pobject × IOUtruth
pred (9)

IOUtruth
pred � area BBdt ∩ BBgt( )

area BBdt ∪ BBgt( ) (10)

where Pobject represents the probability that the target exists in the cell,
IOUtruth

pred represents the accuracy of the current bounding detection
box to predict the target position, area () represents the area, BBdt
represents the detection bounding box, and BBgt represents the
reference frame based on the training label.

3.2.3 The optimization of loss function
Considering the contribution rate of each loss and the weight in

training, the loss function of the improved YOLOv4 algorithm is as
follows:

TABLE 1 Labeling of foreign bodies in the power distribution room.

Scene Main category Subcategory Sample size

Xinghui international electric house Foreign body detection mouse 526

Dongpu training room Foreign body detection mouse 471

FIGURE 1
Flow of the foreign body intrusion identification system in the
power distribution room.
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N−Loss � λcoord∑M2

i�0
∑N
j�0
Vobject

ij xi − x̂i( )2 + yi − ŷi( )2[ ]
+λcoord∑M2

i�0
∑N
j�0
Vobjjct

ij

		
wi

√ − 		̂
wi

√( )2 + 		
hi

√ −
		̂
hi

√( )2[ ]
+∑M2

i�0
∑N
j�0
Vobject

ij ci − ĉi( )2 + λnoobject∑M2

i�0
∑N
j�0
Vobject

ij ci − ĉi( )2

+∑M2

i�0
Vobject

i ∑
c∈classes

pi c( ) − p̂i c( )( )2, (11)

where Vi indicates whether there is a foreign body intrusion in the grid i; if
there is an object,Vi= 1, otherwise it is 0.V

objjct
ij indicates whether there is a

foreign body intrusion in the ith detection frame in the ith grid; if so,
Vobjjct

ij = 1, otherwise, it is 0. λcoord and λnoobject are the loss weights when
foreign bodies are found and not found in the detection frame, respectively.

3.2.4 YOLOv4 model simplification based on the
channel pruning algorithm

To improve the practicability of the detection model and reduce
the calculation of the model amount, it is necessary to prune the
model. The channel pruning algorithm is used in this study to prune
the YOLOv4 model while ensuring accuracy. The channel pruning
algorithm realizing the principle is shown in Figure 2.

Duringmodel training, the contribution rate of each input channel
is scored using the coefficients of batch normalization (BN) layers in
the network. The channel with a high contribution rate is retained, the
channel with low contribution rate is pruned, and the pruned model
structure is more compact.

3.3 Evaluation indicators

To evaluate the recognition effect, the average accuracy index is
used to measure the matching accuracy of the detection frame to the
target object; it can be expressed as:

APi �
∑N TruePositives( )i

N Totalobjects( )i
N TotalImages( )i (12)

where N(TruePositives)i is the actual quantity of pictures at the ith
category, N(Totalobjects)i is the quantity of all objects at the data set
category i, and N(TotalImages)i is the quantity of images containing
objects in the category i.

The average precision metric is

mAP � ∑N
i

APi/N (13)

FIGURE 2
Pruning schematic of the channel pruning algorithm.

TABLE 2 Experimental environment.

Soft and hard items Detail

CPU 48 Intel(R) Xeon(R) CPU E7-4830 v3 @ 2.10 GHz

MEM 256G

Hard disk ≥ 500G

Operating system Ubuntu18.04

Docker version Docker version 19

GPU NVIDIA Tesla P4

CUDA version CUDA 10.1

Deep learning framework TensorFlow2.x and Keras

TABLE 3 Parameter setting for channel pruning.

Handle mode Parameter Value

Sparse training Batch size 9

Learning rate .0008

Number of iterations 500

Sparsity rate .001

Channel pruning Pruning rate .85

Fine-tuning the model Number of iterations 10000

Batch size 8
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4 Experimental verification and analysis

The experimental parameters are shown in Table 2 and Table 3.
The identification object is a mouse in the power distribution room.
The scene locations are the pilot power room and the Dongpu training
room. The site is characterized by no light in the room, and the
infrared white-light function of the camera needs to be automatically
turned on. The camera deployment requirement is that in the pilot
power room, at least one camera will monitor the entire power room.
The height of the camera stand is 1 m and 2.3 m, respectively, and the
angle is 15° downward. The experimental data can be referred to in the
reference (Dhiman and Kumar, 2017; Li et al., 2021; Traoré and
Pauwels, 2021; Xu et al., 2021). During the training phase, the base
learning rate was .00001, the weight decay was .00005, the batch size
was 64, and the momentum was .9. In this parameter setting, the
change in the loss value in the training process of traditional
YOLOv4 and improved YOLOv4 used is compared, and the results
are shown in Figure 3.

In Figure 3, the loss values of the two networks decrease rapidly
with the iterations, but it is evident that the loss value of the improved
YOLO converges to a lower value of about .2, while the unimproved
loss value is significantly higher at .5. Therefore, the loss value can
directly reflect that the model of the improved YOLOv4 algorithm is
more ideal, and the detection accuracy and speed are more in line with
the experimental requirements.

Table 4 shows the pruning result. After pruning, the number of
parameters of the model is reduced by 91.67%, the storage space of
the model is reduced by 213.17 MB, and the forward operation time
is shortened by .043 s. After fine tuning, the model parameters and
occupied space increased slightly, but the accuracy was still similar
to that before pruning, and the forward propagation time did not
change significantly. The results show that the pruning process can

simplify the model while ensuring the original accuracy of the
model.

The number of channels in each layer after pruning is shown in
Figure 4. As can be seen from Figure 4, the number of channels in each
convolutional layer has been greatly reduced, which proves that the
pruning algorithm is effective.

When the network training is performed for about 15,000 times,
the loss value stabilizes around .2. At this time, the images in the test
set are sent to the trained network for testing and verification, and the
performance of foreign body recognition in various scenarios is shown
in Table 5.

In Table 5, the result shows the good recognition performance,
which can accurately identify the foreign body in different scenarios,
showing good recognition performance.

To reflect the superiority, the faster R-CNN (Stanford et al.,
2017), YOLOv3 (Chen and Zhao, 2021), SSD (Dhiman and
Kumar, 2018), and the YOLOv4 model are tested (Ma et al.,
2021). After training, the test set data are used to evaluate the
performance of these five algorithms. The evaluation results are
shown in Table 6.

In Table 5, compared with the other four models, the accuracy of
the method in this study is higher. The mAP of the YOLOv4 model

FIGURE 3
Training loss curve of the model.

TABLE 4 Parameters after fine tuning.

Parameter Original model After pruning

Number of parameters (piece) 6172143 514242

mAP (%) 97.48 97.32

Model storage space (MB) 231.64 18.47

Operation time (s) .094 .051
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after pruning is 1.6% lower than that of the YOLOv4 model before
pruning, and the accuracy of the model after fine tuning is still similar
to that before pruning. In terms of detection speed, although
YOLOv3 and SSD are faster than the method proposed, their mAP
is 7.3% and 10.5% lower than the method proposed in this study,
respectively. In summary, compared with the other four models, the
method in this study has higher mAP and higher detection speed,
among which mAP is 13.5%, 7.3%, and 10.5% higher than faster

R-CNN, YOLOv3, and SSD, respectively. The detection speed is 39.2%
and 9.6% higher than faster R-CNN and YOLOv4, respectively. The
detection accuracy of the method is high, the detection speed is fast,
and the space occupied after pruning processing is small, which proves
that the YOLOv4 detection model based on the pruning algorithm has
high practicability and can be used for the detection of foreign bodies
in power distribution rooms, thereby ensuring power distribution
safety.

FIGURE 4
Channel changes before and after pruning.

TABLE 5 Performance of the foreign body detection model.

Test scenario Correct number Error number Accuracy rate (%)

Mouse detection and identification Video 1 51 4 92.73

Mouse detection and identification Video 2 67 6 91.78

TABLE 6 Performance comparison of five algorithms.

Model Accuracy (%) Recall (%) mAP (%) Detection speed (f/s)

Faster R-CNN 83.47 90.17 84.23 49.12

YOLOv3 89.17 92.45 90.17 87.37

SSD 85.64 88.46 87.14 118.24

YOLOv4 91.76 92.94 97.48 72.96

Method of this study 93.43 97.24 97.32 80.74
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5 Conclusion

In this paper, a foreign body intrusion monitoring and recognition
approach in the power distribution room based on the improved
YOLOv4 deep learning network is proposed. To optimize the
detection effect, the YOLOv4 algorithm is improved from the
aspects of network structure, frame detection, and loss function.
The results show that the proposed approach has higher mAP and
higher detection speed. The mAP index is 13.5%, 7.3%, and 10.5%
higher than faster R-CNN, YOLOv3, and SSD algorithm, respectively.
The detection speed is, respectively, 39.2% and 9.6% higher than the
faster R-CNN and YOLOv4 algorithms. The improved YOLOv4 has
high detection accuracy, fast detection speed, and takes up less space
after pruning. It can be used for the detection of foreign bodies in the
power distribution room so as to ensure the safety of power
distribution. However, it still needs to be pointed out that the
model is based on the results of static image processing, and how
to detect dynamic videos will be the main research direction in the
future.
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