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A large number of distributed generators (GDs) such as photovoltaic panels (PVs) and
energy storage (ES) systems are connected to distribution networks (DNs), and these
high permeability GDs can cause voltage over-limit problems. Utilizing new
developments in deep reinforcement learning, this paper proposes a multi-
timescale control method for maintaining optimal voltage of a DN based on a
DQN-DDPG algorithm. Here, we first analyzed the output characteristics of the
devices with voltage regulation function in the DN and then used the deep Q network
(DQN) algorithm to optimize the voltage regulation over longer times and the deep
deterministic policy gradient (DDPG) algorithm to optimize the voltage regulation
mode over short time periods. Second, the design strategy of the DQN-DDPG
algorithm as based on the Markov decision process transformation was presented for
the stated objectives and constraints considering the state of ES charge for
prolonging the energy storage capacity. Lastly, the proposed strategy was verified
on a simulation platform, and the results obtained were compared to those from a
particle swarm optimization algorithm, demonstrating the method’s effectiveness.

KEYWORDS

distributed photovoltaic, deep reinforcement learning, voltage control, multi-timescale,
distribution network

1 Introduction

Because of fluctuations in the output and the intermittent nature of DGs, connecting them
to light load DN such as in mountainous areas will cause periodic overvoltage problems in the
whole feeder (Impram et al, 2020; Dai et al., 2022). Similarly, the problem of periodic
undervoltages will occur when DGs are connected to a heavy-duty DN in an area with
major industry production. Traditional voltage control devices, such as on-load tap changers
(OLTCs), distributed static synchronous compensators, and switch capacitors can mitigate the
overvoltage problem to a certain extent (Kekatos et al., 2015; Zeraati et al., 2019). However,
because of the mechanical losses and slow response times, traditional voltage regulation devices
cannot prevent voltage problems quickly in real time. At the same time, the frequent regulation
may greatly shorten the service life of equipment and affect the voltage quality of the whole DN.

For a DN connected to DGs with strong coupling between active and reactive power, it is
obviously not possible for a regulation system to only consider reactive power (Hu et al., 2021;
Wang et al., 2021). To ensure safe and stable operation of the DN, both active and reactive
power should be taken into account in the control link. Le et al. (2020) adopted different
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operational modes for DGs, based on the exchange power between the
DN and the external power grid. They considered the capacity
utilization rate and power factors as consistent controlling variables
to adjust the parameters of the control algorithm, so as to achieve
cooperative optimization of voltage and power of the DN. Li et al.
(2020) and Zhang et al. (2020) aimed at reducing deviations in reactive
power distribution by decreasing the dependence on the transmission
of voltage information and adopting an event-triggered consistency
control method for distributed voltage control with multiple DG units.
Based on active voltage sensitivity, Gerdroodbari et al. (2021) changed
the parameters of the active voltage control method of PV inverters in
the DN, which improved the regulation of each active PV power
reduction (Feng et al., 2018).

In recent years, reinforcement learning, as a type of artificial
intelligence technology, has been widely used in smart grids. It has
the advantage of not relying on any analytical formula, and it uses a
large number of existing data points to produce a mathematical model
and generate approximate solutions for grid control. Shuang et al.
(2021) used Deep Q network agents and actor-critic agents
simultaneously to coordinately control different reactive devices
and optimize reactive power online. This method has good
robustness and does not depend on communication technology. In
contrast to the method of Shuang et al. (2021), Zhang et al. (2021)
adopted the DQN algorithm and DDPG algorithm. The DQN-DDPG
algorithm was employed in this paper, but we also considered whether
the DGs and the reactive voltage regulation equipment were connected
as variables for optimizing the active and reactive power. Zhang et al.
(2021) did not take into account the effects of active DPV power
reduction on voltage regulation of the DN. Liu et al., (2021) and Zhou
etal. (2021) proposed a scheduling scheme for an ES system on a DN
based on deep reinforcement learning with high permeability DPV
access to reduce voltage deviations.

The aforementioned researchers mainly focused on DN regulation
using new types of voltage regulation equipment, while ignoring the
effects of traditional, stable voltage controllers (SVCs) such as the
online tap changer (OLTC) on regulation of the system. Since there
have been a large number of traditional voltage regulation devices used
in practical DN engineering, this work focused on both the traditional
and the new voltage regulation equipment such as DPV and ES in an
active DN based on the different response characteristics of each
device. We took advantage of the DQN and DDPG algorithms, which
can handle discrete variables and continuous variables, respectively, to
efficiently and reliably deal with off-limit voltage problems in the DN.
At the same time, it is necessary to consider the voltage control
method of centralized coordination and distributed cooperation from
the perspective of the multi-terminal cooperation of various types of
voltage regulation devices.

This paper proposes a multi-timescale method based on the DQN-
DDPG algorithms for optimal voltage control in a DN. The DQN
algorithm and the DDPG algorithm were used to train the dynamic
responses of the different voltage regulators in the framework of the
proposed deep reinforcement learning algorithm. Converting the
mathematical model of voltage control into a Markov decision
process allowed us to decrease the difficulty involved in modeling
the several different types of voltage regulation devices. This allowed
us to achieve control over long timescales by using OLTC to adjust the
average domain voltage of the whole DN; DGs and other devices were
used to control local nodes cooperatively over short timescales. Lastly,
an IEEE 33-node DN system was constructed on a MATLAB
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simulation platform and compared with a traditional PSO (particle
swarm optimization) algorithm. The proposed control strategy
resulted in a faster calculation speed and higher calculation accuracy.

2 Multi-timescale voltage coordination
control framework

In order to solve the time period and intermittent voltage overlimit
problems caused by high permeability DPVs on the DN, we proposed
a voltage control strategy with cooperation among multi-terminal
DGs. In a DN with different types of voltage regulation equipment,
OLTCs belong to the slower type of discrete regulation devices, while
DPVs, ES, and SVCs are continuously active devices, adjusting time to
second grade. Therefore, multi-timescale control of the active and
reactive power outputs of DPVs, the outputs of ES and SVCs, and the
output and network-end OLTC split-regulation were proposed to
effectively regulate the voltage of large-scale DN bus nodes.

A centralized coordination controller (CCC) was configured for
the OLTC in this paper and was divided into different control regions
according to the location of the devices on the branch. Each region was
configured with a distributed cooperative controller (DCC), which was
regarded as a centralized cooperative agent (CCA) and a distributed
cooperative agent (DCA), respectively. The CCC was used to adjust
the OLTC splitter and the power and output distribution of the nodes
in the region. The DCA and CCA communicated with each other and
shared node information in the region. The connection diagram of the
centralized coordination-distributed cooperative control method in a
DN is shown in Figure 1.

The DCA collects the voltage information of each node in the
regional DN and the power information of the incorporated voltage
regulation equipment. The voltage unit value of each node can be
calculated by Eq. 1:

Vi = Vi X V;,L (1)

where v;_, is the voltage value of the bus node, #; v,,; is the nominal
voltage of the i — th bus node; the superscript “~1” means the bottom
form; v; is the voltage per-unit value of the i —th bus node. If the
voltage of some bus nodes exceeds the voltage safety threshold, each
DCA sends the value of the voltage standard to the CCA. The safety
threshold is set at [.95, 1.05]p.u. After receiving the voltage
information of all nodes, the CCA calculates the average unit value
of the voltage standard, and if this value exceeds the set feeder
threshold range, the OLTC splitter needs to be adjusted, and the
feeder threshold range set at [.95, 1.05]p.u. Then, the DQN algorithm
is used to obtain the optimal gear position of the OLTC splitter, which
ensures that the unit value of the average voltage is kept within the
safety threshold.

The aforementioned adjustment method can only ensure that
the average standard unit value of voltage reaches the safety
threshold. If the voltage of some bus nodes still exceeds the
safety threshold range after adjusting the OLTC splitter, the
power coordination control strategy based on the DPV, SVC,
and ES output characteristics is adopted. The generalized node-
based partitioning method is used to divide the control region of the
DN (Zhang et al., 2014). In the region where the bus nodes are
located, deep reinforcement learning is used to train the optimal
power regulation sequence by coordinating the active and reactive
power outputs of DPVs, the reactive power output of SVCs, and the
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FIGURE 1
Connection diagram of the proposed control method.

ES output (Amir et al., 2022). The CCC determines the optimal
control strategy and then issues commands to the CCC
communicating with the area to adjust the power output of the
inverter of each voltage regulation device. After receiving the
instructions  for the the
guarantee that the voltage of each node is kept within the safety

executing adjustments, inverters
threshold, reducing the problem of bus node voltage overlimit. In
the process of voltage regulation, the DPVs follow the principle that
reactive power control voltage is first regulated before active power
control voltage is cut, so as to give full play to the absorption
capability of the PVs. According to the response times of DPVs, ES,
and SVCs over the short timescale (Liu et al., 2022), the specific
regulation priority is: OLTC > PV reactive power, ES, and SVC > PV
active power. If it is necessary to reduce the active power of the
DPVs, the active power reduction of a PV shall not exceed half of the
DPYV output active power. The overall control process is shown in
Figure 2.

3 Modeling of voltage regulation devices
on a DN

3.1 DPV inverter

As used in this paper, the DPV inverter adopts PQ control, and its
controller is divided into inner and outer rings. The outer ring tracks the DC
side of the active power output pgc. and the reference value of the reactive
power output g, while the inner ring generates the SPWM modulation
signal. The active and reactive power is calculated according to the output
current and voltage after dgq conversion, and the voltage component of the
shaft is obtained by PI control. Lastly, the output voltage of the inverter is
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obtained by voltage modulation (Atia et al.,, 2016; Vinnikov et al,, 2018). The
PQ control block diagram of a DPV inverter is shown in Figure 3.

The active power output and the reactive power output of a model
DPV inverter can be calculated as follows:

1 kP
Nigg = —5———{ kP + <2 )AP™. — APy,
fod Ths+ 1< L > ref v
] ; 2
APPV = ﬂAiad)
2
1 Kl
Aigy = —o—— [ k7 + -1 )AQPY. - AQ
oq Tq + 1< P > ref PV>
J ms3 S (3)
Uod , .
AQPV -7 szloq)

where Ai,g and Ai,g are the differences between the components on
axis d and q of the current and the previous time, respectively; APpy
and AQpy are the differences between the current active power output
and reactive power at the last time, respectively; and AP? e‘} and AQfE‘j,
are the differences between the current active power output reference
and the reactive power reference at the previous time, respectively.
Thus, as long as the reference values of the active and reactive power
outputs of the DPV inverter are adjusted, any changes in the grid-
connected active and reactive components can be controlled.

3.2 OLTC

The OLTC regulates the voltage of the secondary side of the
transformer by adjusting the location of the transformer connector,
changing the ratio and the distribution of reactive power in the DN line
(Wu etal, 2017). In this paper, the regulation of the on-load OLTC by
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FIGURE 3
PQ control block diagram of the DPV inverter.

the discrete variable ratio was used to control the voltage value of the

secondary side of the transformer to keep it within the allowable range
during operation. The adjusting process of the splitter is as follows:

e:VI_Vref> (4)

t(t+1)=t(1) +AT,, (5)
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FIGURE 5
Charging and discharging schematic diagram of the ES battery.

where e is the difference between the voltage value V; of the OLTC
secondary side and the reference value Vies t is a discrete
moment during OLTC operation; 7 is a counter; and AT, is a
constant determined by OLTC characteristics and voltage
drop. After the OLTC has started to run from time ¢, if the
time is >AT';, the counter will add one forward. ¢ is the voltage
dead zone to avoid unnecessary actions when OLTC is operating
within the permissible voltage range; n is the location of the
transformer splitter; d is the number of gears changed by the
OLTC splitter; and Ty is the action delay time during OLTC
operation.

3.3 5VC

The SVC used in this paper is a thyristor-controlled reactor model,
and the control diagram is shown in Figure 4. The SVC is connected to
the DN through an inverter, and the equivalent transfer function of the
control loop of the inverter in reactive power control mode is given by
the following formula (Chen et al,, 2018):

ABgyc = Augyc,

STSVC +1 (8)
AQsve = ABsycUyy e

where ABgy( is the difference between the current and the equivalent
susceptance at the previous time; Tsyc is the time constant of the
control loop; Augyc is the difference between the current and the
control variable at the previous time; Ugyc is the output voltage of the
SVC inverter; and AQgyc is the difference between the current and the
reactive power output of the previous time. It can be seen that SVC
changes the SVC equivalent susceptance in the access system by
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controlling the trigger angle of the thyristor so as to adjust the
reactive power.

3.4 ES battery

The ES system can be equivalent to a voltage source. Figure 5
shows the charging and discharging schematic diagram of the ES
system (Yang et al., 2014; Gush et al,, 2021), where Ug and U are,
respectively, the voltage amplitude of the ES and the voltage amplitude
of the connection point, and the voltage phase angles are 6 and d,
respectively. I is the amplitude of the current injected into the grid by
the ES, and the current phase angle is ¢; R and L are the resistance and
induction in series in the line, respectively.

ES uses SOC to represent the actual capacity of the battery at a
certain time, and the ratio of the residual current C, to the stable
capacity Cy, is expressed as follows:

C
SOC, = (é) x 100%. )

SOC changes during the charging and discharging process as
follows:
Battery discharging:

P(t)- At
SOC(t) =SOC(t-1) - L (10)
Cbﬂ *Majs
Battery charging:
SOC(t) = SOC(t - 1) + P At-n, (11)

Cha

where P (t) is the ES output power at the ¢ — th time; #,;;; and 7, are,
respectively, the discharge efficiency and charging efficiency of ES;
SOC (t — 1) is the ES SOC at the last moment; At is the time interval.
The power generated by ES and DPV needs to be converted from DC
to AC through the inverter before injection into the power grid and is
subject to PQ control. Therefore, as long as the reference values of the
active and reactive power outputs of the ES inverter are adjusted, the
changes in grid-connected active and reactive components can be
controlled.

4 DQN-DDPG algorithm
4.1 Principles of the DQN algorithm

The DQN algorithm uses an experience playback mechanism,
which stores the experience data (s;,ay, 14, s¢,1) obtained at each time
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FIGURE 6
Diagram of the relationship between the actor and critic networks.

point in the interaction process between the agent and the
environment into the experience pool, and then randomly samples
from the experience pool to reduce the correlation of the training data
(Labash et al., 2020) so that it is easier to converge the agent training.
The DQN algorithm establishes a separate target Q network and
updates the weight parameter, 6, of the Q network by constantly
approximating the output r +ymax Q. (s',a’;0') of the target Q
network and the output Q,,(s,a;ae) of the Q network. The loss
function is defined and the weight parameter, 6, is used to
represent the mean squared error loss:

L(O) = E [(ri+ymax Qu(s;,a’;6) = Qu(spaz 0))',  (12)

where E(-) is the expected value; r; is the immediate reward of the
i — th group of data randomly sampled from the experience pool; y is
the discount factor; and 6’ is the weight parameter of the target
Q-network. The parameter, 6, in the loss function is updated by the
gradient descent method, and the algorithm expression is as follows:

Or1 = 0, + | 7+ ymax Q. (s',a’;0") = Q(s,a; 0) |VQ, (s, a; 0),
(13)

where V is the gradient; §; and 6, are the Q-network parameters at
the t — th time and the (¢ + 1) —th time, respectively; « is the step
length; and r is the value of the reward obtained. To ensure that the
agent can simultaneously explore the unknown environment and the
obtained environment information, an ¢ — greedy strategy is adopted
to select the actions of the Q-network:

select at random from A f<e,
argmaxQ, (s,a;0) f=e (14)
acA >

where ¢ € [0,1] is a constant and f3 € [0,1] is a random number.

4.2 Principles of the DDPG algorithm

The DDPG algorithm was based on and developed from the DQN
algorithm. It mainly uses an actor network to make up for the
shortcoming that DQN cannot deal with continuous control
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problems. The DDPG is an algorithm based on the ‘actor-critic’
architecture to obtain the optimal control sequence. In the actor-
critic architecture, the actor network takes the state vector as the input,
and the action vector as the output. The critic network takes the state
and the action vector as the input, and the estimated Q value is the
output (Sutton and Barto, 2018; Qin et al., 2022). The output of the
network obtains the maximum value of Q. At the same time, the actor
target network and the critic target network are established to output
the target Q value, and the optimization training is completed by
minimizing the difference between the target Q values and the target Q
value. The relationship between actor and critic networks is shown in
Figure 6.

The actor network obtains the current state from the
environment and outputs a definite action p(s;|6") through the
deterministic policy gradient method, where 6" is the weight
coefficient of the actor network. However, one disadvantage is
that the environment cannot be fully explored because of the
small amount of sampled data, so random noise N, is introduced
in the output action. The OU random process in this algorithm is
selected to stimulate the ability of the agent to explore the optimal
policy in the environment. The DDPG algorithm also uses the
experience playback mechanism to store the experience data
(St>ar, 1, Se41) into the experience pool, so that the W groups of
experience data sampled randomly are trained.

The algorithm updates the parameters of the critic network by
minimizing the loss function L = &Y, (y; — Q(sj»a; | 62)?), where 62
is the weight parameter of the critic network, Q (s;, a; | 69) is the output Q
value of the critic network, y; = r; + yQ' (siy1, ¢’ (s; + 1| 6); 69 is the
long-term cumulative reward, 62 is the weight parameter of the critic
target network, and 0" is the weight coefficient of the actor target
network. Q' (i1, (si + 1) | 69) is the target Q value of the output
of the critic target network, and r; is the immediate reward obtained by the
critic target network. The algorithm updates the parameters of the actor
network through the policy gradient method:

Veeu(s| 6| . (15)

s=si,a=p(si) s

VG“]'S, = %ZV‘ZQ(S,Q | GQ)

Finally, by a so ft update, which updates the parameters of the
critic target network and the actor target network,
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Voltage control architecture based on DQN-DDPG; (A) DQN algorithm; (B) DDPG algorithm.

60 =n6 + (1-n)e,,

(16)
& =no + (L-n)o.,,

where 7 is the divergence factor, 0< 5 <1; 62 and 9?’ are the critic
network parameters and the critic target network parameters at the ¢ —
th time, respectively; and 6} and ¢ " are the actor network parameters
and the actor target network parameters at the ¢ — th time, respectively.

5 Voltar%e cooperative control method
for a DN based on the DQN-DDPG
algorithm

Combined with the multi-time scale voltage coordination control
framework described in the second part, the voltage cooperative control
architecture based on the DQN-DDPG algorithm can be divided into a
top algorithm layer and a bottom control layer, as shown in Figure 7.

5.1 Mathematical model of voltage control

In adjusting the OLTC splitter, the control objective is to minimize
the average voltage exceedances of the bus nodes in the whole DN:

U -1.05Uy, U>1.05Uy,

0.95Uy - U, U<0.95Uy, 17

min F (x) = {
where U is the average voltage of bus nodes in the whole DN; Uy is the
average voltage rating of the DN; N is the number of bus nodes in the
whole DN; and + 5% is the safety threshold range of average bus node
voltage per unit value set. When adjusting the voltage of some nodes in
the control area, the control objective is to minimize the over-limit
values of the bus node voltage in the control area:

M
Y (Ui - 1.05Uy), U; 2 1.05U

> (0.95Uy - U;), U; <0.95U,

i=1

min F (x) =
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where U is the node voltage of the i — th node; Uy is the rated voltage
of the DN; M is the number of DN bus nodes in the control region;
and * 5% is the maximum safe voltage range.

The constraints are as follows:

1) Power flow constraints

M
Y Pis(£) + Pioss () = Pos () + Pipy (£) + Pigs (1),

i=1

M (19)
ZQLI (1) + Quoss (£) = Qe (2) + Qipv (£) + Qisve (£),

where P;;(t) and Q;;(t) are the active power and reactive power
consumed by the load at the ¢ — th time of the i — th node, respectively;
Pioss () and Qs () are the active and reactive power losses of the DN
line at the t — th time, respectively; Py (t) and Qy (t) are the active
power and reactive power emitted by the main network at the t — th
time, respectively; P;py (t) and Q;py (t) are the active power output
and the reactive power output of the DPV at the f—th time,
respectively; Pjgs(t) is the ES active power output at the ¢ —th
time of the i — th node; and Q;syc () is the reactive power output
of SVC at the ¢ — th time of the i — th node.

2) ES output constraints

PE () <PB(H)<PE (1), (20)
APE . () <APF (1) <APS, (t),

where PES (t) and APES (t) are the ES active power outputs and active
power output increases at the t—th time of the i—th node,
respectively; PES. (t) and PE
of the ES active power outputs at the ¢ — th time of the i — th node,
APES . (t) and APES

i, min i, max

(t) are the upper and lower limits

respectively; (t) are the active power output
P Y: P P

increases at the upper and lower limit at the ¢ — th time of the i — th
node, respectively.

3) SOC constraints of ES

[SOC; = SOC,.| < s, @21
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where SOC,. s and SOC; are the reference values for the ES SOC and
the SOC at the i — th node, respectively, and egs is the convergence
error threshold of the ES SOC consistency protocol.

4) SVC output constraints

AQTS () <AQYC () < AQTTL. (1), -

i, min

{ QS (5 =QC (1< QIS (b,

i, max

where QY€ (¢) and AQFVC (t) are the SVC active power outputs and
active power output increases at the i — th node, respectively; Q%G (£)
and Q;<, () are the lower and upper limits of SVC reactive output at
the i — th node, respectively; AQYS () and AQ;"S, (t) are the SVC
active power output increases at the lower and upper limits at the

t — th time of the i — th node, respectively.

5) Regulation constraints of the OLTC splitter

D in <D <D v (23)

where D is the splitter position of the OLTC, and D iy and D 1,4 are
the lower and upper limits of the OLTC splitter tap, respectively.

5.2 Design of the DQN-DDPG algorithm

5.2.1 Long timescale DQN algorithm
5.2.1.1 State space

The objective of the voltage control strategy in this paper was to
modulate the voltage of the bus nodes. The power input of each
node needs to be monitored in real time, and the OLTC splitter
needs to be adjusted accordingly. Therefore, the state space of the
DQN algorithm was defined as the voltage of each bus node in
the DN:

SDQN ={vi, V2, v VN (24)

where v; is the per-unit value of the i — th node voltage, 1 <i<N.

5.2.1.2 Action space

The voltage amplitude is changed by changing the tap position of
the OLTC splitter, so the action space Apgn of the DQN algorithm is
defined from this tap position, and it is assumed that the OLTC splitter
has » tap positions and the adjustment range is + n x 1%p.u., and each
tap position is adjusted as i x 1%p.u., —n<i<n. The expression is as
follows:

Apon = {-n x 1%p.u,, —(n— 1) x 1%p.u., -+, 0%p.u., -+, (n— 1) x 1%p.u.,n x 1%p.u.}.
(25)

5.2.1.3 Reward function

The centralized cooperative controller calculates the average per-
unit value of the voltage after receiving voltage information from the
bus nodes in the whole DN. If the average per-unit value of voltage
exceeds the safety threshold, that is, [.95,1.05]p.u., it is adjusted by the

OLTC splitter. Therefore, the immediate reward function is as follows:
poN; = —0 AT, (26)

where a,, is the weight coefficient and Av is the value where the average
per-unit value of the voltage of the bus nodes in the DN exceeds the
safety threshold, specifically:
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AT, = { 7 — 0.95, ¥; > 0.95, 27)

1.05 — #, 7 < 1.05,

where ¥; is the average per-unit value of the voltage at the bus nodes in
the whole DN.

5.2.2 Short timescale DDPG algorithm
5.2.2.1 State space

The DDPG algorithm is mainly used to prevent voltage control
problems in the DN area where the voltage overlimit nodes are located.
Therefore, the DDPG state space is different from that of DQN
algorithm, and the power output of each node in this area needs to
be collected in real time to follow up on the regulation of power output
by the voltage regulation equipment. Therefore, the state space of the
DDPG algorithm is defined as follows:

Sporai = {Vl) Vi S VMG Pt Pis s PMs G s Gis "‘,QM}, (28)

where v; is the per-unit value of the i — th node voltage; p; is the active
power of the i — th node; g; is the reactive power of the i — th node,
1<i<M; and M is the number of bus nodes in the DN region.

5.2.2.2 Action space

If the voltage at some nodes still exceeds the safety threshold after
adjusting the OLTC splitter according to the DQN algorithm, then the
active and reactive power outputs of the DPVs, the ES output, and the
reactive power output of the SVCs in the control region where the
node is located can be adjusted to control the voltage. The action space
of the DDPG algorithm is defined as follows:

Apppc; = {A]Y, AP, AYC) (29)

When only DPV reactive power regulation is used, ATV = AQFV . If
regulation of the reactive power cannot achieve the desired voltage
control, then DPV active power reduction is added and
APV = {APPY,AQPV}; similarly, AFS = APES, ASVC = AQJYC; where
APV and AQFY are the variations in the active and reactive power
outputs of DPVs at the i — th node; APQES is the variation in the active
power output of ES at the i — th node; and AQVC is the variation in
SVC reactive power output at the i — th node. The power output of
each voltage regulation device must comply with the corresponding
following constraints.

5.2.2.3 Reward function

The DDPG algorithm controls the voltage of each node by
adjusting the outputs of the DPVs, ES, and SVCs connected to
each node. The control objective is to stabilize the voltage and
keep it from exceeding the safety threshold; thus, the immediate
reward function is set as the sum of the quadratic form of the
higher limit voltage of each node, the active power and reactive
power regulation of the DPV output, the active power regulation of
the ES output, and the reactive power regulation of the SVC output:

T T
rpppe; = —Av;, - B Ay, T — qSAPf;‘V’ .C- Apfjj - AQZ‘V’ .C- AQf,jX
ES EST SVC svcT
AP -D AP - AQ] - E- AQ

Viv EEM, Vipv € NPV> Vies € NES> Visvc € I\]SVCs
(30)

where Av; is the voltage limit of the i —th bus node; M is the
number of bus nodes in the control region; and Npy, Ngg, and
Ngyc are the number of DPVs, ES, and SVCs in the control region,
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DN topology of the IEEE-33 node.

respectively. The matrices B, C, D, and E are all weight matrices;
n, is the selection coefficient, and when DPV active power
reduction is not used, # = 0; when PV active power reduction
is added, n = 1.

5.3 Overall flow of the algorithm

1) The iterative process of OLTC tap adjustment based on DQN is as
follows:
S1: Calculate the average standard per-unit value of voltage
according to DN environment. If the average standard value of
voltage exceeds the safety threshold, the DQN agent will be trained
at the initial position of the OLTC splitter.
S2: The standard unit value of voltage at each bus node in the DN
obtained by the CCC is taken as the set, s; = {v1, v2, ***, vn}, of the
initial states of the DQN agent.
S3: Select the corresponding action a; of the OLTC splitter tap from
the action set Apgn, according to the ¢ — greedy strategy, and
execute the action g, to obtain the immediate reward according to
the reward function, rpon,i. The updated per-unit value of voltage
of each bus node obtained by the MATPOWER power flow
calculation is the next state set s¢,;, and the experience data set,
(St>a¢, 71, Se41), s stored in the experience pool (Zimmerman et al.,
2011).
S4: Sampling the empirical data set randomly from the experience
pool according to the sampled data set, (sj,aj, rj,sj+1).
S5: After updating the state set, the per-unit value of the bus node
changes, and it must be recalculated to determine if the average
per-unit value of the voltage meets the conditions of the safety
threshold [.95,1.05]p.u. If the conditions are met, the iteration will
be terminated. The target Q value y; is substituted into the current
immediate reward, r o If the condition is not met, the objective Q
value y; is substituted into the long-term cumulative reward value,
rj + ymax aQn (Sj+l> a'sg').
S6: Use the gradient descent method to update the parameter 6 in
the loss function.
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S7: Update the parameters, 0’ = 6, of the target Q network at every
other iteration.

S8: Continue to perform S3 until the set of states meets the
termination iteration condition.

If the standard voltage value of some bus nodes is still beyond the
safety threshold [.95,1.05] after adjusting the OLTC splitter by
DQN algorithm, the output power of DPVs, ES, and SVCs should
be optimized and adjusted by the DDPG algorithm. The specific
control process is as follows:

S1: The per-unit value of the voltage and the power information
from all bus nodes in the control region where the overlimit bus
node is located are wused as the initial state set,
St = {VI:VZ: S VM P P2t P g1 92 '-',qM}, of the DDPG
algorithm.

S2: Select the actions, a; = u(s; | 6") + Ny, corresponding to the
DPV, ES, and SVC output power according to the current
strategy and random noise, Apppg,;> and execute the actions
a; to obtain immediate rewards r, according to the reward
function rpppg,;. After MATPOWER power flow calculations,
the updated voltage per-unit value, the active power, and the
reactive power at each bus node are taken as the next state set,
se+1, and the empirical data set, (s, ay, 14, S¢+1), is stored in the
experience pool.

S3: W groups of empirical data sets are randomly sampled from the
experience pool, and the target Q value,
yi =i+ Q' (k1o ¢ (Ski1 16“)169), of the output of the critic
objective function is calculated according to the sampled data,
(Sk»> Q> The> Skx1)-

S4: The critic network parameters are updated by minimizing the
loss function, L = v—{,Z, (yi —Q(sipai 69)?), and the actor network
parameters are updated by the policy gradient method.

S5: Update the critic target network parameters 62 and the actor
target network parameters 0 according to the softupdate
method.

S6: If the standard value of the bus node voltage in the control
region lies within the safety threshold [.95, 1.05]p.u., the iteration
ends. If the conditions are not met, perform Step 3.
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TABLE 1 Load and generator parameters of the standard IEEE 33-node DN system.

Node load (MVA) Generator (MVA)
Bus number Active power (MW) Reactive power (MVar) Active power (MW) Reactive power (MVar)

2 0.1 .06 0 0
3 09 04 0 0
4 12 08 0 0
5 06 03 0 0
6 06 02 0 0
7 02 0.1 0 0
8 02 0.1 0 0
9 06 02 0 0
10 06 02 0 0
11 045 03 0 0
12 06 035 0 0
13 06 035 0 0
14 12 08 0 0
15 06 01 0 0
16 06 02 0 0
17 06 02 0 0
18 09 04 0 0
19 09 04 0 0
20 09 04 0 0
21 .09 04 0 0
22 09 04 0 0
23 .09 05 0 0
24 42 0.2 0 0
25 42 0.2 0 0
26 06 025 0 0
27 06 025 0 0
28 06 02 0 0
29 12 07 0 0
30 02 0.6 0 0
31 15 07 0 0
32 21 0.1 0 0
33 06 04 0 0

6 The simulation verification of the source network proposed in this paper, the improved

IEEE 33-node DN system was adopted to perform a simulation

6.1 Example introduction analysis on a MATLAB r2019a platform. The improved topology

diagram of the DN is shown in Figure 8. The total load was
To verify the effectiveness of the cooperative voltage 3715.0kW + j2300.0kVar, and the rated voltage was 10kV in
optimization control method considering the load and storage the DN. The node loads and generator parameters in the DN

Frontiers in Energy Research 10 frontiersin.org


https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://doi.org/10.3389/fenrg.2022.1097319

Ma et al.

TABLE 2 Branch parameters of the standard IEEE 33-node DN system.

10.3389/fenrg.2022.1097319

Branch number Starting node Ending node Branch resistance (Q) Branch reactance (Q)
1 1 2 0922 0407
2 2 3 493 2511
3 3 4 366 1864
4 4 5 3811 1941
5 5 6 819 707
6 6 7 1872 6188
7 7 8 7114 2351
8 8 9 1.03 74
9 9 10 1.044 74
10 10 11 1966 065
11 11 12 3744 1238
12 12 13 1.468 1.155
13 13 14 5416 7129
14 14 15 591 526
15 15 16 7463 545
16 16 17 1.289 1.721
17 17 18 732 574
18 2 19 164 1565
19 19 20 1.5042 1.3554
20 20 21 4095 4784
21 21 22 7089 9373
22 3 23 4512 3083
23 23 24 898 7091
24 24 25 896 7011
25 6 26 203 1034
26 26 27 2842 1447
27 27 28 1.059 9337
28 28 29 8042 7006
29 29 30 5075 2585
30 30 31 9744 963
31 31 32 3105 3619
32 32 33 341 5302

system are shown in Table 1, and the DN branch parameters are
shown in Table 2. The OLTC of the DN is located at node 1, its
rated capacity is 100MVA, and the adjustment range is
+ 5 x 1%p.u. The DPVs are located at nodes 18, 19, and 33, and
the rated PV capacity is 2.2 MW. The ES are located at nodes 12, 15,
22, and 28 with a rated capacity of 800kW -h, a maximum
charge-discharge power of 400kW, and a convergence error
threshold of .05. The SVCs are located at nodes 17 and 25, and
the maximum capacity is 2MVar. The safety threshold of the bus

Frontiers in Energy Research

1

node voltage per-unit value is set as [.95,1.05]p.u. According to the
DN control region division method, the DN is partitioned, as
shown in Figure 6.

6.2 Analysis of simulation results

The power disturbance was introduced into the DN at a certain
time, and the voltage amplitude of each node is shown in Figure 7.
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FIGURE 9
Voltage amplitude of each bus node without control.

Overvoltage events occurred at nodes 9-18, 32, and 33 (Figure 9).
The DQN algorithm was first designed according to the regulation
range of the OLTC:

« State Space. There are 33 bus nodes in the whole-domain DN,
and the state space of the DQN algorithm can be obtained by
using Eq. 24, Spon = {vi, V2, 5 vis - V33

o Action Space. The regulation range of the OLTC is + 4 x 1%p.u.
There are 9 splitter taps, the reference per-unit value of bus node
is 1, and the action space of the DQN algorithm can be obtained
according to Eq. 25:

Apon = {~4%p.u., —3%p.u., ~2%p.u., 1 X 1%p.u., 0%p.u., 1%p.u., 2%p.u., 3%p.u., 4%p.u.}
={0.96p.u.,0.97p.u., 0.98p.u.,0.99p.u., 1p.u,, 1.01p.u., 1.02p.u., 1.03p.u,, L.04p.u.}.
(€3]

o Reward Function. The purpose of the OLTC splitter is to
keep the average per-unit value of the voltage in the DN
within the safety threshold range. According to Eq. 26, the
reward function of the DQN algorithm can be obtained as

10.3389/fenrg.2022.1097319

TDQN = —A172 X 105

Vi+-+ vt +Vas Vit e+ vt +vss

0.95 >0.95,
33 33
Av =
1.05_1/1 + -tV V3V Y +V33<1.05.
33 33
(32)

The learning rate of the neural network was chosen as .001, the
discount coefficient was .99, the capacity of the experience pool was
4,000, and the capacity of the mini-batch was 64. DQN agents were
trained with a total of 500 episodes, and each episode was completed
after 300 samples were trained. The results of training the agents
according to the iterative process of algorithm 4.1 are shown in
Figure 10. The episode reward is the cumulative reward value in an
episode obtained by the agent during training, and the average reward is
the average of the reward values in every four episodes. As can be seen
from Figure 8, at the beginning of the training, the reward value was very
low due to the limited learning experience. As the training continued,
the agents kept exploring and learning, and the reward value kept
increasing. After 250 episodes, the reward value of the DQN agent
fluctuated within a small range, which indicated that the algorithm
gradually converged and the agents’ training had developed an optimal
strategy for controlling the voltage by adjusting the OLTC splitter.

During the test, the OLTC training data were used as the control.
Figure 11 shows the effects of adjusting the OLTC splitter, at which
point the OLTC splitter was set at =3 x 1%p.u. It can be seen that the
voltage amplitude of each bus decreased, but there were still some bus
nodes whose voltage standard value exceeded the safety threshold.
Therefore, it was necessary to readjust the voltage through DPV, ES,
and SVC regulation in the area where it exceeded the limit.

The DDPG algorithm was then applied according to the DPV, ES,
and SVC in the region where the voltage overlimit node is located.

« State Space. Control region 2 contains 13 bus nodes. As can be seen
from Figure 11, after adjusting the OLTC splitter, the standard
voltage values at nodes 9, 32, and 33 were controlled within the
safety threshold, but the voltages at nodes 10-18 were still beyond
the upper limit of the safety threshold. According to Eq. 28, the state

follows: space of the DDPG algorithm can be obtained as follows:
o)
—
<
=3
[
(a2
)
")
% —9— AverageReward
LST:JL 400 EpisodeQ0
—&— EpisodeReward
_500 1 1 1 1 1 1 1 1
50 100 150 200 250 300 350 400 450 500
Episode Number
FIGURE 10
DQN agent training process.
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Voltage amplitude of each bus node after adjusting OLTC.

Spor = {V1> Vi V1 Pt Pis s P13 G s Gis "'J]la}l <i<13.

(33)

o Action Space. Node 18 incorporates DPV, nodes 12 and 15 are
ES, and node 17 is SVC. The DDPG action space can be obtained
according to Eq. 29:

Appp = {AfV,AES,ASVC},
Alpv _ {APPV)AQPV},

AP = {APP}1<i<2,

AES — {AQSVC}.

(34)

According to variations in the active power output of DPVs, the
adjustable range of the DPV reactive power can be obtained as
follows:

AQ = [—\/sz ~ Py, \[S* - Py ] (35)

According to the SOC consistency protocol for ES, the SOC
reference value is .5, the convergence error threshold is .02, and
the charge-discharge efficiency is 80%.

« Reward Function. The DDPG algorithm controls node voltage
by regulating the DPVs, ES, and SVCs connected in Region 2.
The reward function can be expressed by Eq. 30:

10.3389/fenrg.2022.1097319

rpppc = —=Av;, - B-Av,T = APPY . C-APPY" — AQPY - C - AQY"
~APP . D-APF — AQVC.E-AQVC 1<i,<13,1<i, <2,
(36)

where B = 100*Iy3413, D = 10 X I4,, and C = E = 10 constitute the
weight matrix and I is the identity matrix.

The parameters of the DDPG algorithm for the neural network
were set as follows. The learning rate of the actor network was .001, the
learning rate of the critic network was .0001, the discount coefficient
was .99, the update coefficient was .01, and the capacity of the
experience pool was 4,000. The capacity of the mini-batch was
selected as 64, and the noise variable was .3. The DDPG agent was
trained with 1,000 episodes according to the iterative process of
algorithm 4.2 and each episode involved training 300 samples
(Figure 12). It can be seen at the beginning of the training that the
reward value was very low due to the limited learning experience. As
the training continued, the agent kept exploring and learning, and the
reward value kept increasing. After 800 episodes, the reward value of
the DDPG agent fluctuated very little within a small range, which
indicated that the algorithm gradually converged; the agent’s exercise
training had developed an optimal strategy for voltage control of DPV
and ES in the regulation region.

To make full use of the active DPV power consumption capacity,
the DPV reactive power and ES were regulated. During the test, the
power output training data on the voltage regulation equipment were
used as control. Figure 13 shows the effect of controlling nodes
9-18 without reducing the active DPV power. It can be seen that
the bus contact voltage in this control region at this time was not
regulated within the safety threshold. Thus, DPV reactive power and
ES cannot achieve the desired voltage control, so the active power must
be further reduced. Figure 14 shows the voltage control effect of nodes
9-18 with active power reduction, and Figure 15 shows the level of
power adjustment of each voltage regulation device in this control
region.

The DDPG algorithm was used for voltage control for 0.04s.
According to Figures 14, 15, the ES was discharged, and the output
active power was about 250 KW. The SVC reactive power output was
about 537.3 kVar, the DPV reactive power output was 372.8 kVar, and
the active power reduction was less than 200 KW. The consumption
capacity of the DPVs in the DN can be improved by reducing the
active power reduction of the DPV's as much as possible. By adjusting

0
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2 -2000
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_3000 1 1 L 1 1 1 1
0 100 200 300 400 500 600 700 800
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FIGURE 12
DDPG agent training process.
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Voltage control effect in the case of no active power reduction.
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Voltage control effect when active power reduction is added.

the output power of the DPVs and the ES in the control region, the
voltage of the bus node can be quickly and effectively maintained
within the safety threshold.

To demonstrate the advantages of the rapid calculation speed of
the DQN-DDPG algorithm, this paper compared it with the PSO
algorithm. Figure 16 shows the effect of testing the voltage control
model using the PSO algorithm with a consumption time of 19.52's,
and it is obvious that the DDPG algorithm was able to control voltage
more quickly. This is because the PSO must obtain the optimal control
strategy through continuous iteration, and the solution process was an
iterative process of the objective function, while DDPG achieved the
optimal strategy through the exploration and learning of the
environment by the agents; the optimal strategy was the trained
optimization sequence.

7 Conclusion

In order to give full play to the voltage regulating potential of the
high permeability DGs in the DN, a deep reinforcement learning
algorithm was used to test the voltage control model of the
corresponding DN. The voltage control model was converted to a
Markov decision process, and the whole series of steps of the algorithm
to improve its design depth according to the objective function and
constraint conditions were put forward. By combining the DQN and
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Voltage control effects of the PSO algorithm.

the DDPG algorithms with deep reinforcement learning, the discrete
and continuous variables could be processed simultaneously, and the
algorithms could control the DN in real time according to the current
state of the power grid. The algorithms were independent of changes in
the DN environment, and the optimal strategy was obtained through
the exploration and learning of agents in the environment. This
method effectively solved the problems of large model dimensions
and high data volumes, to complete complex tasks, and achieve
cooperative control of different voltage regulation devices.

However, this paper still has some imperfections. When the
controller issues voltage regulation instructions to the inverter,
there is an unavoidable communication delay, which can affect the
real-time performance and effectiveness of the voltage regulation
equipment. Also, this paper only considered a DN with OLTC,
DPV, ES and SVC access, and did not conduct in-depth research
on newer DNs with large-scale access to wind power and hydrogen
energy or flexible loads such as electric vehicles.
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