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A major concern is frequency change with load. So, Load Frequency Control (LFC)

of an interconnected power system is proposed in this research using a unique

integral plus proportional integral derivative controller with filter (IPIDF). The

Differential Evolution (DE) algorithm is used to optimize the integral plus

proportional integral derivative controller with filter controller parameters for a

two-area power system. By contrasting the results of the proposed method with

those of recently published optimization techniques for the same power system,

such as the Particle Swarm Optimization (PSO), Genetic Algorithm (GA), Firefly

Algorithm (FA), andDifferential Evolution (DE) based Proportional integral derivative

(PID) and PIDF controllers, the superiority of the integral plus proportional integral

derivative controller with filter approach is made clear. It is possible to determine

the system performance index like integral timemultiplied the absolute error (ITAE)

and the settling time (Ts). The power system with superconducting magnetic

energy storage and an HVDC link is also included in the proposed work, and the

values of the suggested integral plus proportional integral derivative controller with

filter controllers are evaluated using the Differential Evolution method. By

comparing the outcomes with the Differential Evolution tuned PIDF controller

for the identical power systems, the suggested controller’s superiority is

demonstrated. To show the stability of the recommended Differential Evolution

algorithm tuned integral plus proportional integral derivative controller with filter

controller, the speed governor, turbine, synchronizing coefficient, and frequency

bias parameters’ time constants and operating load conditions are varied in the

range of +25 to −25% from their nominal values, along with the magnitude and

location of step load perturbation and pulse load perturbation, to perform

sensitivity analysis. According to research, proposed integral plus proportional

integral derivative controller with filter controllers offer greater dynamic

response by minimizing time required to settle and undershoots than

Proportional integral derivative controllers and PIDF controllers. MATLAB/

Simulink is used to run the simulations.
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1 Introduction

Frequency drift with load is a major concern. Total

generation equals the sum of load power and losses under

steady state conditions. However, a user who is uninformed of

the creation alters the load at random. Any imbalance between

supply and demand has a direct impact on rotor speed,

and consequently, system frequency. A shift in frequency

and power flow in tie line results from the majority of

systems being interconnected. Since maintaining the

balance between supply and load is particularly challenging,

a good controlling mechanism is needed to maintain the

system frequency within the desired range. One such

control is load frequency control (LFC), which attempts to

reduce frequency deviation by reducing steady state error to

zero while regulating the producing units’ active power

(Elgerd, 2000; Ram Babu and Saikia, 2021; Soni et al., 2021;

Peng, 2022). For the purpose of lowering the frequency and

power of tie line fluctuation in the load frequency control

problem, the area control error is sent to the controller (Karn

et al., 2022; Yang et al., 2022).

The power system will be out of equilibrium as a result of

the continuous rise in load demand; as a result, the frequency of

the system continues to drop until it reaches its lowest allowable

value (Sun and Duan, 2022). Subsequently, a further rise in load

will cause more frequent drops, necessitating the use of load

shedding. If we employ an energy storage system or another

source of power supply in addition to the electricity generated

by the system, load shedding can be avoided. In a

superconducting magnetic energy storage system (SMES),

energy is retained in a superconducting coil by use of a

magnetic field (Padhan et al., 2014a). The direct current

(DC) passing through the coil is what generates the

magnetic field. In order to transport the current, the

conductor needs to be sufficiently cooled. At cryogenic

temperatures, where it is a superconductor and has almost

no resistive losses, the conductor generates the magnetic field.

Superconducting Magnetic Energy Storage (SMES), an active

power source with a quick response that can absorb frequency

fluctuations, is extremely successful at enhancing the power

system’s dynamic performance. The governor system’s slow

response prevents it from doing so (Luo et al., 2021). The

frequency regulation of a networked system with SMES has

been documented in the literature (Banerjee et al., 1990; Sudha

and Vijaya, 2012; Luo et al., 2021) for enhancing system

performance. There have been reports in the literature

(Dekaraja, Chandra Saikia; Wang et al., 2021) about the

effects of various FACTS controllers for AGC when used in

conjunction with SMES (Luo et al., 2021).

Researchers throughout the world suggest a number of

LFC solutions to keep the power flow in tie line and frequency

at their specified levels throughout normal operation and even

in the presence of minor fluctuations (Sahu et al., 2016).

Compares the performance of a number of classical

controller structures used in the AGC for multi-area

interconnected thermal systems, including the integral (I),

proportional integral (PI), integral derivative (ID), PID, and

integral double derivative (IDD) (Luo et al., 2021). Over the

past few decades, numerous scholars have suggested

various control strategies for LFC of power systems (Sahu

et al., 2016; Ahmed et al., 2022; El-Ela et al., 2022). Recently

Rabindra et al. (Sahu et al., 2016), proposed a TIDF controller

in a three unequal area interconnected power system and then

TCSC is installed in tie line and performance of the TIDF

controller is investigated with GA (Ali and Abd-Elazim,

2011), BFOA (Ali and Abd-Elazim, 2011), PSO (Panda

et al., 2013), FA-PID (Padhan et al., 2014b) and DE-PID

(Sahu et al., 2016).

Storm and Price first presented the population-based

stochastic search technique called Differential Evolution (DE)

in 1995 (Stron and Prince, 1995). With only a few, easily

selectable control parameters, this global optimization

technique can handle objective functions that are non-

differentiable, non-linear, and multimodal. The Greedy

selection process was employed in DE algorithm with

inherent elitist features. The literature review makes it

abundantly evident that the controller structure as well as the

artificial intelligence approaches used have an impact on the

system’s performance. In light of the aforementioned, an attempt

has been made to create the best DE-based IPIDF controller for

the LFC of a power system in this work.

In light of the foregoing survey:

(a) To study Load frequency control

(b) To successfully implement the DE algorithms in the

Simulink models.

(c) To develop a simple two area power system with a thermal

unit in each area utilizing a new IPIDF controller.

(d) To illustrate the benefits of the proposed IPIDF controller

over the PID controller.

(e) To perform a sensitivity study by altering the system’s

attributes from their actual range in order to examine the

suggested controller’s resilience.

(f) To conduct robustness analysis to examine the effectiveness

of the system by varying load pattern.

2 Materials and methods

2.1 Power system under investigation

In this paper, a commonly used non-reheat thermal

power plant connected by tie-line is considered for system

under study (Ali and Abd-Elazim, 2011; Panda et al., 2013;

Padhan et al., 2014b; Sahu et al., 2016). A speed-governing

system, a turbine, and a generator are present in each section
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of a power plant having two outputs and three

inputs. The inputs are the tie-line power error (ΔPTie), load

disturbance (ΔPD), and controller input (written as u). Area

Control Error and Generator Frequency (ΔF) are the outputs
(ACE). Each area has a rating of 2000 MW and a nominal load

of 1,000 MW. ACE1 and ACE2 are area control errors; B1 and

B2 are the frequency bias parameters; u1 and u2 are the

control outputs from the controller; R1 and R2 are the

governor speed regulation parameters in p.u. Hz; TG1 and

TG2 are the speed governor time constants in sec; TT1 and TT2

are the turbine time constant in sec; ΔPD1 and ΔPD2 are the

load demand changes; ΔPTie is the incremental change in tie

line power in p.u; KP1 and KP2 are the power system gains; TP1

and TP2 are the power system time constant in sec; T12 is the

synchronizing coefficient and ΔF1 and ΔF2 are the system

frequency deviations in Hz. The nominal parameters of the

system are given in Appendix.

2 2 The controller architecture and
purpose

The two-area power system has IPIDF controllers available in

each region to regulate the frequency. Standard PID controllers

with static values do not offer satisfactory accuracy across a wide

variety of operating situations (Sahu et al., 2016). IPIDF

controller design therefore enters the picture for the purpose

of enhancing system performance. The IPIDF controller

combines the PIDF controller and the traditional I controller.

Where KII is the I controller’s integral gain.

In contrast to PID controller, IPIDF controller is displayed in

Figure 1. It has a transient response to instruction intake ratio

that is good over a larger range of plant component fluctuation, is

simple to calibrate, and has more reliable regulation. In addition

to being simpler than PID, IPIDF designing and tuning is also

quicker. The transfer function of the IPIDF controller is shown in

Eq. 1.

TFI−PIDF � KII

s
+KP + KI

s
+ KD

NCs

s +NC
( ) (1)

In order to build controllers that use optimization

techniques and to fine-tune controller parameters in

accordance with performance indices, objective functions

are used. Control designs often employ one of four

basic types of objective functions (Shabani et al., 2013).
The target function ITAE is used in this paper because it

shortens peak overshoot and settling rate. It cannot be

done using IAE or ISE-based correction, though. The

mathematical formulas for the ITAE are shown in Eq. 2

(Sahu et al., 2016).

J � ITAE � ∫tsim

0
Δf1

∣∣∣∣ ∣∣∣∣ + Δf2

∣∣∣∣ ∣∣∣∣ + ΔPTie| |( ) · t · dt (2)

3 Differential evolution

The Differential Evolution (DE) algorithm, a

straightforward, effective, and dependable heuristic search

technique with minimal coding, was first introduced by Storn

FIGURE 1
Controller structure for IPIDF.
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and Price (Stron and Prince, 1995). The Genetic Algorithm (GA)

employs crossover operator for evolution based on the difference

of randomly picked pairs of solutions in the population, whereas

DE uses mutation operation, making it more favorable than GA.

The DE algorithm employs two Generation, one of which is the

old generation and the other is the new generation, both of which

have the same population size and are controlled by the

parameter Np, which is initialized at random (Pang et al.,

2022) within the parameter constraints. A D-dimensional

vector can serve as a representation for the D variables in an

FIGURE 2
Flow chart of DE optimization approach.
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optimization job. Three key procedures are used to carry out the

optimization process: mutation, crossover, and selection (Pant

et al., 2020).

The target vectors for the following generation are people

in the existing population (Sahu et al., 2016). Old and fresh

generations of the same population size are used in the

DE method. The present population’s individuals

become the target vectors for the following generation. By

adding the weighted difference between two randomly

selected vectors to a third vector, the mutation process

FIGURE 3
MATLAB/SIMULINK model interconnected power system.

TABLE 1 Optimized IPIDF gain parameters for two-area thermal power system.

Variables GA: PID Sahu et al.,
(2016)

PSO: PID Sahu et al.,
2016

FA: PID Sahu et al.,
(2016)

DE: PID Sahu et al.,
(2016)

DE:
PIDF

DE:
IPIDF

KII ------ ------ ------ ------ ------ 1.6965

KP .4005 1.5378 1.0556 1.2885 1.8044 1.9917

KI 1.6870 1.1341 1.0373 1.2861 1.9861 .8657

KD .8475 .7705 .9626 .9618 1.0300 1.0384

NC ------ ------ ------ ------ 165.3426 213.1675
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creates a mutant vector for each target vector. By combining

the properties of the mutant vector and those of the target

vector, the crossover procedure creates a trial vector. If the

trial vector achieves a higher fitness value than the

target vector, it replaces the target vector in the following

generation. The flow chart of the DE algorithm is shown in

Figure 2.

4 Findings and discussion

4.1 Execution of DE

The MATLAB/SIMULINK environment was used to create the

model of the system under study depicted in Figure 3 and a DE

program was constructed (. mfile). The present work

chooses −2.0 and 2.0 as the lowest and maximum values for

controller parameters. The objective function, which is computed

in the. m file, is used by the optimization process. In the current

study, the population size NP = 100, generation number G = 100,

step size F = .8, and crossover probability CR = .8 have all been used.

With a situation of a 10% shift in the burden inArea-1 only at t = 0 s,

the output/gain of the controller are optimized here by the DE

method, and their control parameters are displayed in Table 1. The

final value that is determined by repeating the optimization

procedure 50 times will be determined by the optimal value for

each parameter.

TABLE 2 Values of the Comparative Performance Index while region 1 is under 10% load.

Controller ITAE Peak undershoot x10−3 Settling time (sec)

ΔF1 ΔF2 ΔPtie ΔF1 ΔF2 ΔPtie

GA: PID Sahu et al., (2016) .4967 −8.74 −5.22 −2.01 6.93 6.74 4.87

PSO: PID Sahu et al., (2016) .4854 −8.58 −4.36 −1.57 5.30 6.41 5.03

FA: PID Sahu et al., (2016) .4714 −7.88 −4.28 −1.71 4.25 5.49 4.78

DE: PID Sahu et al., (2016) .3391 −7.80 −3.92 −1.53 3.58 4.85 4.20

DE: PIDF .1764 −7.48 −3.41 −1.24 2.47 3.70 3.21

DE: IPIDF .1238 −7.36 −3.30 −1.18 1.89 3.00 2.67

TABLE 3 Sensitive investigation using IPIDF controllers under various conditions of TG, TT, T12, and B.

Parameter variation %Change Peak undershoot (x 10−3) Settling time TS (sec) ITAE

ΔF1 ΔF2 ΔPtie ΔF1 ΔF2 ΔPtie

Nominal 0 −.0977 −.1535 −.0001 3.02 3.93 2.66 .2892

TG +25 −.1019 −.1641 −.0002 2.99 3.90 2.65 .2826

−25 −.0949 −.1420 −.0001 3.04 3.97 2.68 .2958

TT +25 −.1108 −.1714 −.0002 2.84 3.89 2.60 .2702

−25 −.0871 −.1333 −.0001 3.16 3.94 2.73 .3105

T12 +25 −.1028 −.1518 −.0002 2.95 3.78 2.57 .2861

−25 −.0917 −.1552 −.0001 3.13 4.13 2.82 .2957

B +25 −.0774 −.1351 −.0001 2.81 4.10 2.75 .2411

−25 −.1301 −.1798 −.0002 3.46 3.06 2.57 .3795

TABLE 4 Tuned IPIDF controller parameters with SMES and HVDC Link.

Parameters DE: PIDF DE: IPIDF

KII ------ 1.4192

KP 1.1636 1.9510

KI 1.9495 1.9927

KD 1.0593 1.1991

NC 93.6275 262.3740
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4.2 Analysis of results

Three examples can be taken into account in order to

examine the dynamic performance of the system under

examination. In the first scenario, Area-1 is the only one to

receive the 10% step load; in the second, Area -2 is the only one

to receive the 10% load disturbance; and, in the third scenario,

Area -1 and Area -2, respectively, are the recipients of 10% and

20% step load. The effectiveness indicator values are given in

Table 2 for the first case, where a 10% shift in the burden is

applied to Area -1 at time t = 0 s. Figure 4 displays the

associated frequency change in the area and Power

FIGURE 4
System dynamic responses for 10% shift in the burden in Area -1 only (A) frequency shift in Area 1 (B) frequency shift in Area 2 (C) power change
in tie-line.
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variations along the tie line. In contrast to GA PID (Sahu et al.,

2016), PSO PID (Sahu et al., 2016), FA PID (Sahu et al., 2016),

DE: PID (.3391) (Sahu et al., 2016), and DE: PIDF (.1764), the

IPIDF controller yields a reduced ITAE (.1238). When

compared to other controllers, the proposed IPIDF

controller reduces the ITAE value by 12.38%. The change

in error is then displayed in Figure 5 when a similar

operation is carried out with a 10% shift in the burden in

Area -2 only at t = 0 s. Finally, Area -1 and Area -2,

respectively, receive 10% and 20% step disruption. In

FIGURE 5
System dynamic responses for 10% shift in the burden in Area-2 only (A) frequency shift in Area 1 (B) frequency shift in Area 2 (C) power change
in tie-line.
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Figure 6, the dynamic reaction is displayed. The figure

clearly shows that the IPIDF controller functions more

effectively analyzing peak overshoot and undershoot, as

well as settling time. The yielded results of the IPIDF

controller are therefore evidently better than that of the

PIDF controller.

4.3 Sensitivity analysis

Changes to the system’s operating circumstances and system

parameters are made as part of the sensitivity study, which

examines the proposed system’s resilience (Ali and Abd-Elazim,

2011; Panda et al., 2013; Padhan et al., 2014b; Sahu et al., 2016).

FIGURE 6
System dynamic responses for 10% shift in the burden in Area-1 and 20% in Area 2 (A) frequency shift in Area 1 (B) frequency shift in Area 2 (C)
power change in tie-line.
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Here, the reliability of the system is evaluated by altering the value

of TG, TT, T12, and B in the range of ±25% for the same controller

value. Here, under changing load conditions, a sensitivity study is

conducted for 10% and 20% shift in burden in Area 1 and Area

2 respectively. Table 3’s listing of the system characteristics

demonstrates how the IPIDF controller is resistant to various

parameter variations.

5 Investigation with SMES and HVDC
link

5.1 Modelling of SMES

The SMES’s capacity to store electrical energy in the form

of magnetic energy and its ability to deliver enormous

amounts of power instantly are two of its key capabilities.

Because all of a SMES unit’s components are static, it is more

stable than other power storage devices. Pradhan et al.

(2016); model the SMES and connect in the power system

to investigate the system. The model for SMES is shown in

Figure 7. Two SMES units are set up in areas 1 and 2 in the

current study to stabilize frequency oscillations, as depicted

in Figure 9. The input signal of the SMES controller is p.u.

frequency deviation (ΔF) and the output is change in control

vector (ΔPSMES). The values of the time constant TSMES and

the controller gains KSMES are .03 s and .12, respectively.

5.2 Modelling of HVDC

A HVDC link is taken into consideration in parallel with the

HVAC system in order to enhance the dynamic performance of

the power system. Figure 8 depicts the single line diagram of a

two-area power system with parallel HVAC/HVDC linkages.

The HVDC link’s control system responds promptly to a step

load disruption by suppressing the peak value of the transient

frequency deviation. The governors then eliminate the steady

state inaccuracies of the frequency deviation. The dynamics of

the governors in both areas can be ignored for the purpose of

simplicity in the control design of the HVDC link. The change in

output in area-1 of an HVDC link can be expressed as follows for

a sudden step load perturbation:

ΔPDC � KDC

1 + STDC
ΔF1

Where KDC is gain of a HVDC link and TDC is time constant of

HVDC link in seconds.

FIGURE 8
Two-area interconnected power system with HVDC.

TABLE 5 Performance index values with SMES and HVDC Link.

Controller ITAE Peak undershoot Settling time (S)

ΔF1 ΔF2 ΔPtie ΔF1 ΔF2 ΔPtie

DE: PIDF .3279 −.0603 −.0168 −.0121 3.13 5.52 3.58

DE: IPIDF .1330 −.0555 −.0141 −.0089 1.88 3.84 2.64

FIGURE 7
Structure of SMES.

Frontiers in Energy Research frontiersin.org10

Biswal et al. 10.3389/fenrg.2022.1102898

https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://doi.org/10.3389/fenrg.2022.1102898


FIGURE 9
Thermal power system with SMES and HVDC Link MATLAB/SIMULINK model.

TABLE 6 Sensitive analysis with IPIDF controllers when TG, TT, T12 and B are varied.

Parameter variation % Change Peak undershoot (x 10−3) Settling time Ts (sec) ITAE

ΔF1 ΔF2 ΔPtie ΔF1 ΔF2 ΔPtie

Nominal 0 −.0555 −.0141 −.0089 1.88 3.84 2.64 .1330

TG +25 −.0587 −.0150 −.0090 1.87 3.81 2.63 .1329

−25 −.0520 −.0138 −.0088 1.90 3.86 2.66 .1332

TT +25 −.0599 −.0156 −.0092 1.84 3.75 2.59 .1351

−25 −.0501 −.0135 −.0086 1.94 3.92 2.70 .1327

T12 +25 −.0550 −.0164 −.0096 1.96 3.66 2.48 .1243

−25 −.0562 −.0126 −.0080 1.87 4.13 2.87 .1527

B +25 −.0510 −.0118 −.0085 1.71 3.61 2.70 .1138

−25 −.0614 −.0186 −.0093 2.36 4.22 2.58 .1857
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FIGURE 10
System dynamic responses for 10% shift in the burden in Area -1 only (A) frequency shift in Area 1 (B) frequency shift in Area 2 (C) power change
in tie-line.
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5.3 Two area units non-reheat thermal
power system with SMES and HVDC link

To demonstrate the efficacy of the suggested

IPIDF controller, the study is further extended with SMES

and HVDC link (Pradhan et al., 2016; Dekaraja et al., 2022;

Ramoji, 2022; Sivadanam et al., 2022) as shown in Figure 9. The

MATLAB/SIMULINK environment was used to create

the model of the system under study depicted in Figure 9,

and a DE program was constructed (. mfile). The present

FIGURE 11
System dynamic responses for 10% shift in the burden in Area -2 only (A) frequency shift in Area 1 (B) frequency shift in Area 2 (C) power change
in tie-line.
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work chooses −2.0 and 2.0 as the lowest and maximum values for

controller parameter for KII, KP, KI, and KD. The lowest and

maximum value for the filer (NC) is taken 1 and 300 respectively.

With a situation of a 10% shift in the burden in Area -1 only at t =

0 s, the output/gain of the controller are optimized here by

the DE method. The same DE method, where the

50 best final solutions from the 50 optimization runs

were utilized to establish the controller’s settings. The

top 50 concluding responses from the 50 runs are shown in

Table 4.

FIGURE 12
System dynamic responses for 10% shift in the burden in Area -1 and 20% in Area 2 (A) frequency shift in Area 1 (B) frequency shift in Area 2 (C)
power change in tie-line.
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FIGURE 13
System dynamic responses for 10% shift in the burden in Area -1 and 20% in Area 2 (A) frequency shift in Area 1 (B) frequency shift in Area 2 (C)
power change in tie-line.
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5.4 Analysis of the findings

Table 5 shows the outcome of the system DE-optimized IPIDF

controller for the fast scenario,whereArea -1 is subjected to a burdenof

10% load at time t = 0 s. Performance of the proposed IPIDF controller

is compared to that of PIDF. Table 5 makes it very evident that the

IPIDF controller produces a lower ITAE value than the PIDF (ITAE =

.3279 vs. .1330). Area -2 is the only location in the second scenario to

have a burden of 10%. Finally, to investigate the dynamic performance

of system 10% and 20% shift in burden is given to Area -1 and Area

FIGURE 14
Area-1 frequency variation with .1 p.u. of load with variation of (A) TG (B) TT (C) T12 (D) B.
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-2 accordingly. The dynamic reaction is seen in Figure 10–12. It is

obvious that, in terms of output performance, the IPIDF controller

surpasses the PIDF controller (minimal Peak undershoot, frequency

settling durations, and power variations in tie-line).

Individual system performance of the system with just SMES

and only HVDC connection is compared to the system with both

SMES and HVDC link in order to demonstrate the effectiveness of

adding both SMES and HVDC link to the systems. The change in

errors for the 10% and 20% loads to Areas 1 and 2 is presented in

Figure 13. From Figure 13, it is evident that the system clearly

performs better when SMES and HVDC links are included in the

system.

5.5 Sensitivity analysis

The reliability of the system (Figure 9) is evaluated by altering

the value of TG, TT, T12, and B in the range of ±25% for the same

controller value. Here, under changing load conditions, a

sensitivity study is conducted for 10% shift in burden in Area

1 only. Table 6’s listing of the system characteristics demonstrates

how the IPIDF controller is resistant to various parameter

variations. Table 6 makes it evident that the performance

index values fluctuate within allowable limits and are typically

identical to the standard value. Dynamic nature of the system for

different parameter variation is shown in Figure 14.

5.6 Assessment of the effectiveness under
various load disturbance scenarios

A performance analysis of the suggested system is also

done for several load perturbations, such as step load and

pulse load to Area 1 (Sahu et al., 2016). Figure 15A depicts the

application of a step load to region 1 that has a period of 140 s

and a breadth of 10 s (Sahu et al., 2016). Figure 15B depicts the

corresponding tie-line power exchange. Area 1 is then put

under a pulse (Sahu et al., 2016) change with an initial

magnitude of 10% P.U and a frequency of .025 Hz shown

in Figure 16A. Figure 16B depicts the change in tie-line power.

We can infer from all of the findings that the IPIDF controller

reduces oscillation.

FIGURE 15
(A) Random step load (B) tie-line power deviation between area 1 and area 2.
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6 Conclusion

This work has addressed the Load Frequency Control (LFC)

of a two-area linked system using a special IPIDF controller. The

Differential Evolution approach was employed to improve the

IPIDF controller’s settings with an ITAE-based fitness function.

By comparing the outcomes with those of other recently

published optimization approaches, such as Particle Swarm

Optimization (PSO), Firefly Algorithm (FA), and Differential

Evolution (DE) algorithm based PID and PIDF controllers, the

supremacy of the IPIDF controller is shown. A two-area system

that takes into consideration both a HVDC connection and a

superconducting magnetic energy storage device is added to

the recommended method. There have been reports of

considerable improvements in dynamic responsiveness when

the IPIDF controller is used in conjunction with

superconducting magnetic energy storage and an HVDC link.

Additionally, a sensitivity study of the operational state and

system parameters in the range of +25 to -25% from their

nominal values is conducted to evaluate the system’s

resilience. Next, the efficacy of the presented method is

reviewed under several load perturbations, such as step load

and pulse load. The results demonstrate that the created

controller is trustworthy and perform admirably under a

variety of operating circumstances, system characteristics, and

load patterns.
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Nomenclature

f nominal system frequency (Hz)

ΔPTie tie-line power error

u controller Output

ACE Area Control Error

B frequency bias parameter

TT turbine time constant in sec

TP power system time constant in sec

tsim time range of simulation

KSMES gain of the SMES

KDC gain of a HVDC link

i subscript referred to area i (1–2)

ΔPD load disturbance in p.u

ΔF frequency deviations in Hz

R governor speed regulation parameters in p.u. Hz

TG speed governor time constants in sec

KP power system gain

T12 synchronizing coefficient

ΔPSMES output signal of SMES

TSMES time constant of the SMES

TDC time constant of HVDC link in sec
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Appendix

The system being studied has the following nominal

parameters: (Padhan et al., 2014a; Sahu et al., 2016; Luo et al.,

2021).

PR1 � PR2 � 2000 MW (rating), PL1 � PL2 � 1,000 MW

(nominal loading), f = 60 Hz, B1 � B2 � .045 p.u. MW/Hz, R1 �
R2 � 2.4 Hz/p.u., TG1 � TG2 � .08 s, TT1 � TT2 � .03 s, KPS1 �
KPS2 � 120 Hz/p.u. MW, TPS1 � TPS2 � 20 s, T12 � .545 p.u.,

a12 �-1, KSMES � .12, TSMES � .03 s, KDC � 1.0, TDC � 0.2 s.
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