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The extensive usage of the cyber communication system in multiple distributed secondary controls of islanded microgrids (MGs) suggests that the effects of the communication network and security concerns on system stability cannot be negligible. This study proposes a distributed fault-tolerant secondary voltage recovery method for multiple distributed generators (DGs) in the MGs of islanded mode based on a sliding mode surface. Compared to the traditional asymptotically convergent distributed control method, the proposed controller quickly eliminates the voltage deviation caused by the primary control and provides power sharing in the presence of external disturbance and actuator fault, which can regulate the average voltage magnitude of all the DGs to an expected value. The effectiveness of the proposed strategy is verified by the simulation studies conducted in the MATLAB/Simulink platform.
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INTRODUCTION
As a scale-down power system, the MG, which is a cluster of distributed energy resources (DERs), energy storage modules, and local loads, operates in either the grid-connected or islanded mode, providing improved monitoring, control, and advanced service technologies to consumers depending on the information transmission capacity (Farrokhabadi et al., 2020; Sedhom et al., 2020). Several cyber communication-based system control schemes are exploited to regulate the MG under the autonomous mode, which can provide proper power distribution, high power quality, and quick cooperative response capability (Hossain et al., 2017). However, the presence of the communication network brought some problems of stability and security, such as communication delay, data packet loss, module failure, disturbance, etc., which is worthy of further research (Ding et al., 2019).
The hierarchical control is typically divided into three layers (Dehkordi et al., 2017) (Yamashita et al., 2020). The primary control posesses the responsibility for stabilizing the voltage and frequency and keeping them within rational ranges by using a local controller. The secondary control is usually introduced to compensate the voltage derivation that resulted from the primary control. At this stage, the reference value and node information are transmitted through the communication network between different DG units. In addition, the third level is in charge of issues such as economic dispatch and power flow between the main grid and the MG. A different scheme developed in the study by Dehkordi et al., (2019) studied the secondary voltage and frequency control with random noise in the communication channel. This method shows robust performance in the presence of network topology change and the uncertainty. A secondary control method based on the consensus algorithm is proposed in the study by Alhasnawi et al., (2021) to solve the system voltage and frequency deviation under the short-circuit current fault and can carry out reasonable power distribution among the DGs. A distributed secondary control architecture is designed in the study by Shotorbani et al., (2017) to balance the energy storage state and adjust the system frequency at the same time. The terminal sliding mode controller is used to improve the transient response and convergence speed, reducing the overshot. However, there is less consideration of the charging/discharging efficiency of the energy storage system in the absence of the situation of module faults. A secondary control based on a dynamic algorithm is proposed in the study by Yoo et al., (2020) for the AC/DC hybrid MG that designs an improved normalized droop strategy for power sharing and the AC frequency and DC voltage to restore to their nominal values. The majority of existing methods researched on voltage restoration based on the ideal conditions without module faults and disturbance. As one of the most severest threats, module faults can degrade the performance of the system and even bring some destructive consequences (Zhu et al., 2021), which can be categorized as the actuator fault, sensor fault, communication network fault, plant fault, and short-circuit fault (Shahab et al., 2020). Therefore, research on the fault-tolerant control (FTC) is an essential subject. The H∞ observer is employed in the study by Huang et al., (2021) to estimate the voltage and current of the DC MG with sensor faults and external disturbances, which are provided to the state feedback controller to achieve the desired voltage tracking performance. The proposed method can tolerate sensor faults and realize current sharing among DGs under the DC MG. Aiming at the sensor faults and network attacks in the DC MG, a diagnosis and mitigation strategy is proposed in the study by Saha et al., (2018). The theory of fault diagnosis based on the sliding mode observer has been used in the proposed strategy to estimate the error in the sensor measurement due to any sensor failure or network attack in the DC MG, ensuring the resilient operation of faults and network attacks. The problem of potential heterogenous faults of the actuator and power sharing under the system with DGs and energy storage is addressed in the study by Afshari et al., (2020), but the communication of information and data is limited to local neighbors. An original strategy based on fault detection and FTC is proposed in the work by Sardashti and Ramezani., (2021); the advantage is it does not depend on neither the system model nor the controller type using the black-box approach for sensor or communication link faults. The aforementioned literature studies relax the intermittent constraint of distributed generation units, that is, each DG is treated as a voltage source and can work approximately stably. The conflict between the economics and the environment of the MG is not taken into account. This problem is addressed in the study by Liu and Yang., (2021), which used the distributed algorithm to achieve reasonable optimal scheduling of operating costs and gas emissions, which has more practical significance for stable and efficient operation of MGs. The fixed step size is used to solve the problem of slow convergence speed and is easier to implement in practice. The problem of distributed energy management is addressed in the study by Li et al., (2020) by using the idea of the event-triggered communication strategy, which proposes a dynamic event-triggered algorithm to solve energy management problems in the islanded mode and grid-connected mode. The physical constraints of the electricity–heat–gas network and the coordinated control of the system will be further considered, and the constraints will be relaxed to expand the application of this method.
In this study, a novel method is used to design the controller based on the nonlinear terminal sliding mode surface, which solves the problem of MG voltage restoration in the presence of actuator failure, improving the transient response capability and convergence speed of the system. The sliding mode control (SMC) is an effective way to solve uncertainties and nonlinear characteristics due to complete robustness of the sliding mode surface. The proposed control scheme realizes the communication between distributed units through a simple communication network, effectively reducing the dependency on the MG central controller (MGCC) and the complexity of the communication network, and brought down the incidence of system faults fundamentally. This study is organized as follows. In Section 2, the islanded MG is modeled, and the problem is formulated. The architecture of the multiple DGs is discussed. In Section 3, we proposed a distributed secondary voltage restoration controller design based on the sliding mode surface considering actuator faults and disturbance. In Section 4, the derived controller is verified experimentally by the simulation studies conducted in the MATLAB/Simulink platform. Finally, the conclusions are summarized in Section 5.
PROBLEM FORMULATION AND PRELIMINARIES
As shown in Figure 1, this connection method of DGs of an islanded MG is employed to avoid the presence of MGCC and achieve distributed control based on the information transmitted by adjacent DGs. Zci and ZLi are output impedance and line impedance, respectively. The DGs are connected by power lines for power sharing.
[image: Figure 1]FIGURE 1 | Diagram of islanded MGs considering communication topology.
Figure 2 presents an inverter-based DG and control block. The primary control, as a local controller, supports stability of voltage and frequency of the MG so that these values remain in a predesignated range avoiding system instability. The secondary control is accomplished by communication and cooperation among DGs.
[image: Figure 2]FIGURE 2 | Block diagram of an inverter-based DG and control.
The instantaneous active power and reactive power can be obtained according to load voltage vo and current io (Pogaku et al., 2007).
[image: image]
where the subscript “d, q” is the representation of vo and io in the dq frame, respectively.
In order to eliminate the high-frequency components of the converter output power, the output P and Q of the low-pass filter are usually conveyed as the input of the primary control, and the expression is
[image: image]
where ωc is the cut-off frequency of the low-pass filter.
The primary control requires the distributed unit to automatically distribute the active and reactive loads using local information, while keeping the voltage and frequency in a stable range. According to Bidram and Davoudi., (2012), we assumed the line impedance is purely inductive and takes advantage of the droop technique to describe the relationship between frequency and active power, voltage amplitude, and reactive power as
[image: image]
[image: image]
where ω is the angular frequency, and [image: image] is the amplitude of the output voltage. [image: image] and [image: image] represent corresponding desired values to be the input for droop characteristics. m and n are droop coefficients adjusted by the control algorithm. P and Q represent real and reactive power, respectively.
According to the dq transformation, the magnitude of the DG output voltage is
[image: image]
Because of vq = 0, the purpose of [image: image] is equal to [image: image].Therefore, the nonlinear state space model (Bidram et al., 2013), according to Figure 2 based on the ith DG, is
[image: image]
where i = 1, 2, …, N represents the number of DG. xi, fi(x) and gi(x) are described in detail in the study by Bidram et al., (2013). ui = Vni is the control signal to be designed. di(t) is external disturbances and uncertainties of the ith DG. We established the nonlinear equation corresponding to voltage control,
[image: image]
where [image: image] and [image: image] is the virtual input.
In this study, we considered the biased fault and partial failure of the actuator, as shown in Figure 3. Then, the actual output of the actuator is
[image: image]
where φi and ψi are the severity of the partial loss fault and the biased fault of the ith DG, respectively. Combining Eqs 7 and 8, the dynamic model with disturbance and actuator faults can be represented as follows:
[image: image]
[image: Figure 3]FIGURE 3 | Structure of ith MG with the actuator fault.
Assumption 1:. The severity of the partial loss fault and the biased fault of the ith DG are time-varying and bounded. i.e., there exist constants [image: image] and [image: image] such that ‖φi‖≤ [image: image],‖ψi‖≤ [image: image]. 0<φi(t)< [image: image] <1.
Assumption 2:. The external disturbances are time-varying and bounded, i.e., there exists constant [image: image] such that ‖di(t)‖≤ [image: image].In practical application, the denotation of these assumptions is that the disturbances and faults that occur are within a certain range.In the leader-followers’ multi-agent system, the leader node must be appointed, and only a few nodes receive the information from the leader node. In this study, we assigned the communication network shown in Figure 4. The remaining nodes are synchronized to the reference value according to the communication with neighbors to ensure the voltage quality of the local load. This can effectively enhance the reliability of the system and improve the scalability of DGs.Therefore, the state space expression of the leader is
[image: image]
where [image: image] and C = [image: image].
[image: Figure 4]FIGURE 4 | Communication-directed graph.
DISTRIBUTED SECONDARY VOLTAGE CONTROL
However, the primary control may not be able to make the MG run in an optimal state. In this section, we designed the secondary voltage control based on the nonlinear sliding mode surface to eliminate the deviation of voltage. The communication network between multi-DGs can be modeled by a digraph, and DGs are considered as the nodes in the digraph. The edges of the digraph represent the communication links of the network. A digraph is usually expressed as G= (γ, ξ, Α) with a non-empty finite set of N nodes γ = {v1, v2, …, vN}, a set of edges or arcs ξ⊂γ×γ, and the associated adjacency matrix А = [aij]∈ [image: image]. aij is the weight of edge from node j to node i. The set of neighbors of node i is denoted as Ni = {j∣(vj,vi)∈ξ}. If node j receives the information from node i, aij = 1; otherwise, aij = 0. The in-degree matrix is defined as D = diag{di}∈ [image: image], and di is the number of nodes which send message to ith DG. The Laplacian matrix is defined as L = D-А. L and has all row sums equal to zero.
Therefore, we define the local neighborhood’s voltage deviation as
[image: image]
[image: image]
The pining gain bi is the weight of the edge which ith DG is connected to the reference. If the ith DG is connected to the leader, bi = 1, otherwise, bi = 0.
Let [image: image] and [image: image] = [image: image], the compacted form of the global error vector e and [image: image] is
[image: image]
[image: image]
where B = diag [bi] is the pining gain matrix. [image: image] and [image: image].
Therefore, the global tracking errors’ dynamics can be written as
[image: image]
where IN is the N×N diagonal matrix, and the diagonal element is 1. [image: image], [image: image], [image: image], [image: image],and i = 1, …, N.
Therefore, the voltage restoration problem of the secondary control is transformed into the problem of error elimination. We define the matrix ρ=(L + B)φ(L + B)−1. λi is the eigenvalue of matrix ρ. Because L + B is the invertible matrix, 0<λi < 1. λm = max{λ1, λ2, … , λn}.Then, we designed the sliding surface as
[image: image]
where β is the positive constant, and p and q are positive odd constants. 1 < p/q < 2. [image: image].
Theorem 1:. Suppose that Assumptions 1 and 2 are valid with a known partial loss, biased fault and disturbance bounds. It is assumed that the function nonzero vector sig(s)α is not identically equal to zero, and there exist proper positive constants α and β (0<α < 1) and positive odd integers p and q (1 < p/q < 2). Therefore, the DG output voltage in system Eq. 9 can synchronize with the reference value in the presence of the actuator fault and external disturbance under the FTC:
[image: image]
[image: image]
[image: image]
where v = [v1, v2, …, vN]T, sig(s)α = |s|αsign(s) = [|s1|αsign (s1), |s2|αsign (s2),…, |sN|αsign (sN)]T, and sign (•) is sign function.
Proof:. The Lyapunov function is constructed as follows.
[image: image]
The time derivative of Eq. 20 is [image: image]. Then, we make the following derivation.
[image: image]
where “[image: image]” is the Hadamard product.Assuming there exists a nonzero vector x, the following function hold
[image: image]
We select λi = λm. Defining τi is the eigenvalue of matrix L + B, which are also positive real numbers. τm = max{τ1, τ2, … , τN }. Then,
[image: image]
If every item [image: image] is less than zero, the sum must be less than zero, i.e.,
[image: image]
The following function hold
[image: image]
Then, we can infer that
[image: image]
[image: image]
The boundary Ω is
[image: image]
According to the Lyapunov theory, the fault-tolerant system is Lyapunov-stable outside the boundary (28). Therefore, the sliding manifold converge to and remain inside the boundary at the steady state. The error tracking also converges along with the sliding mode surface.
Remark 1:. The biased fault and partial loss of the actuator have a great impact on the stability and quality of the MG, even secure operation. It is worth mentioning that in order to ensure the realizability of the controller and reduce communication lines, the controller (18) is suitable for only one DG node connected to the reference node, and the data flow direction is monodirectional, but it may also limit the application of this method.
Remark 2:. SMC possesses inherent robustness against faults and disturbances. The proposed controller design method achieves consensus-based voltage recovery using the information of local and adjacent nodes through a simple communication network. In addition, this method provides the capability of plug and play of DGs because of relative independence, which enhances the flexibility of the system and the utilization of DGs. The designed controller based on the nonlinear sliding mode surface can stabilize the system in a finite time and make the error approach the zero point infinitely. At the same time, it intelligently avoids the singularity problem caused by the terminal SMC.
AN ILLUSTRATIVE EXAMPLE
In this section, we verified the feasibility and effectiveness of the proposed method based on the islanded MG test system illustrated in Figure 4. The system frequency is 50Hz, and detailed parameters are shown in Table.1; Table.2. Due to the insensitivity of the proposed sliding mode controller to parameters and uncertainties, the simulation is carried out in a 100% uncertain environment. According to the graph theory, the adjacency matrix, in-degree matrix, and pining gain matrix of the communication network based on Figure 4 are shown as follows, respectively. Only the first DG is connected to the reference. [image: image], [image: image], and [image: image]
TABLE 1 | Structural parameters of DGs.
[image: Table 1]TABLE 2 | Load parameters of DGs.
[image: Table 2]It is worth mentioning that before designing the secondary voltage control, we ensured that the MG system under the primary voltage control is stable. The purpose of designing the recovery layer is to improve the resilience and reliability of the MG. At the beginning, in order to test the stability of the system under primary control, we intentionally disabled the secondary control. The secondary voltage recovery layer is introduced at 0.4 s to highlight the functions and advantages of the secondary voltage regulation in the control system, as shown in Figure 5, Figure 6 and Figure 7. The simulation results of 0–0.4 s show that the main controller can be activated quickly when the system starts up, and four DGs supply power to the load, noting that the voltage can be quickly restored to the nominal value after the addition of secondary voltage regulation at 0.4 s. Compared to the study by Shahab et al., (2020), voltage restores to the nominal reference value more quickly and with less fluctuation. Moreover, the voltage chattering decreases significantly with the addition of SMC, as shown in Figure 7. We can conclude that the proposed method makes the system respond quickly and is able to achieve consistency tracking.
[image: Figure 5]FIGURE 5 | Load voltage and current.
[image: Figure 6]FIGURE 6 | d-component of load voltage.
[image: Figure 7]FIGURE 7 | power sharing of DGs.
In order to test the system’s ability to cope with load mutation, the 20kW/20kVar mutation load was added on DG1 and DG2, and the 40 kW/40 kVar mutation load was added on DG3 and DG4 at 0.3–0.5 s under the secondary voltage control. According to Figure 8, the bus voltage can be stable when the load changes, maintaining the stability of the system and ensuring the quality of power supply.
[image: Figure 8]FIGURE 8 | Load voltage and current under load mutation.
As can be seen from Figures 9, 10, the proposed strategy can keep the output voltage of each DG as the rated value, and the output power of the system has good response characteristics under the load fluctuates.
[image: Figure 9]FIGURE 9 | Load voltage of DGs.
[image: Figure 10]FIGURE 10 | Power sharing under load mutation.
CONCLUSION
With the integration of the network communication system and physical components, the emergence of huge advantages came along with security and reliability issues. This study addressed the problem of the secondary voltage regulation of the network communication-based MG system with actuator-biased faults and partial failure faults. By constructing a controller based on a nonlinear sliding mode surface, the voltage error variable is approached to the sliding mode surface in a finite time. To eliminate the adverse effects of disturbances and faults, we made use of insensitivity to disturbance of SMC to design the fault-tolerant controller. The average voltage magnitude of each DG is synchronized with the leader node by a simple communication network which effectively reduces a series of problems caused by frequent communication. The stability of the system is proved by the Lyapunov method, and the feasibility is verified by MATLAB/Simulink. The simulation results show that the proposed method can effectively deal with load mutation and has good dynamic characteristics. However, there are still some problems to be solved. The applicability of this method is not wide enough, which limits the promotion of this method.
In the future work, it is necessary to establish a more practical global closed-loop system model and take into account the possible delay and packet loss in the communication process. At the same time, the demand for power electronic converters and energy storage technologies is growing as renewable energy penetration increases. Converters must be designed to meet future-ride-through (FRT) requirements and can be protected with special energy storage devices such as supercapacitors to control voltage rise during faults (Badal et al., 2019).
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