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The important, while mostly underestimated, step in the process of short-term load
forecasting–STLF is the selection of similar days. Similar days are identified based on
numerous factors, such as weather, time, electricity prices, geographical conditions and
consumers’ types. However, those factors influence the load differently within different
circumstances and conditions. To investigate and optimise the similar days selection
process, a new forecasting method, named Genetic algorithm-based–smart similar days
selection method–Gab-SSDS, has been proposed. The presented approach implements
the genetic algorithm selecting similar days, used as input parameters for the STLF.
Unlike other load forecasting methods that use the genetic algorithm only to optimise
the forecasting engine, authors suggest additional use for the input selection phase to
identify the individual impact of different factors on forecasted load. Several experiments
were executed to investigate the method’s effectiveness, the forecast accuracy of the
proposed approach and how using the genetic algorithm for similar days selection can
improve traditional forecasting based on an artificial neural network. The paper reports the
experimental results, which affirm that the use of the presented method has the potential
to increase the forecast accuracy of the STLF.

Keywords: artificial neural networks, effectiveness, hybrid method, STLF, genetic algorithm, tensorflow

1 INTRODUCTION

World’s limited energy sources influence the global electric power industry and constrain the energy
demand, which varies daily. An accurate electrical load prediction is a necessity, and it plays a crucial
role in the coordination of power generation (Khwaja et al., 2015). Therefore, a precise load forecast
is acquired by utilities and system operators in order to provide efficient unit commitment, load
dispatching decisions, contingency planning, and optimal load flow (Campillo et al., 2012; Kavousi-
Fard et al., 2014).

Forecasting the electrical load from one to several days ahead is usually referred to as
short-term load forecasting–STLF. It is one of the critical parameters that help electrical utility
operators make decisions regarding purchasing and selling electric power, maintenance, load
switching, and maintenance planning, including some sophisticated areas, e.g., as relay protection
(Selakov et al., 2014). In a deregulated electricity market, STLF is a helpful tool for the economical
and reliable operation of the power system. The primary application of STLF is to provide
load predictions for generation scheduling, such as unit commitment and economic dispatch
(Li et al., 2016). In addition, STLF is an essential component of smart grids for cost savings and
ensuring a continuous flow of electricity supply (Khwaja et al., 2015; Berntzen et al., 2021) and
generating operating decisions such as dispatch scheduling, maintenance plans and security analysis
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(Kyriakides and Polycarpou, 2007; Kouhi et al., 2014; Çevik
and Çunkaş , 2015). Therefore, STLF plays a significant role
in distribution and transmission planning, maintenance, and
scheduling.

Various methods and load forecasting techniques have been
proposed and applied in load forecasting. However, there is
still an essential need for a more accurate load forecast since
a universal forecasting solution cannot be made that will give
the most accurate results for all areas and weather conditions
(Selakov et al., 2014). The critical step in the process that is
underestimated chiefly is the similar days selection. The selection
of similar days can improve the identification of patterns in
the forecasting process, and it can be combined with many
forecasting techniques. For example, forecasting based on linear
regression or artificial neural network requires adequate training
data with a strong relationship between the predictor and
predicted data. Such adequate input can be achieved by selecting
days from history similar enough to forecasting day. The similar
days identification is based on numerous similarity factors,
such as weather, time, characteristics of population, economy,
electricity prices, geographical conditions, and type of consumers
(Khwaja et al., 2015). However, these factors influence the load
differently within different circumstances and condition sets.
For example, the influence of outside temperature on the load
pattern varies depending on other factors such as the day in a
week, time of day, wind speed, sky cover, or more specific ones:
load inertia and daylight duration. Therefore, in similar days
selection, every specific factor should be assigned with proper
weight, depending on the particular circumstances, representing
its impact at a specific point in time. Poor initialisation of those
weights may introduce inferior values, leading to an unreliable
result. In order to address the variety of factors and differences
in their influence on forecasting, additional methods should
be introduced to improve the calculation (Barman et al., 2018;
Karimi et al., 2018). Therefore, the authors identified a need for
a meta-heuristic technique to optimise weight coefficients for
the selection of similar days, and suggested a method that
addresses the issues mentioned above, using a genetic algorithm
(GA). The genetic algorithm was chosen because of its ability to
converge to the globally optimal result since it has an efficient
exploration ability to search in the global scope of the search space
(Lipo Wang, 2010). The optimal result is achieved by mutation
schemes which tend to increase diversity among the population
(Simon, 2008), and escape a convergence to some of the local
minimums. Such an approach is essential in systems with many
different input variables that can be optimised.

This research aims to investigate how the genetic algorithm
can optimise short-term load forecasting in terms of selecting
similar days as optimal training data. Primarily, the genetic
algorithm has been created for the optimisation of weight
coefficient of similarity factors. In order to get the best possible
results, the genetic algorithm is also used to optimise Artificial
Neural Network (ANN) hyper-parameters. Hyper-parameters
are tuning parameters of machine learning models, while
hyper-parameter optimisation refers to the process of choosing
optimal hyper-parameters for a machine learning model
(Hertel et al., 2020).

Keeping all of this in mind, the contribution of this work is
mainly based on answering and discussing the following research
questions:

• RQ1: Is it possible to increase the load forecasting accuracy
by optimising weights of similarity factors for similar days
selection?
• RQ2. Does the weights optimisation of similarity factors

increase the performance of the short term load forecasting
performed by ANN?
• RQ3. Can a continuous optimisation of weight coefficients

generate optimal values for the whole year?

In order to answer the defined questions, an approach
called Genetic algorithm based - smart similar days selection
method - Gab-SSDS was implemented, and simulations have
been performed to evaluate its effectiveness for STLF. Through
this approach, the genetic algorithm was implemented for
optimisation of weight coefficients in similar days selection,
and an artificial neural network based on TensorFlow
(Abadi et al., 2015) was used as a forecasting engine. Although
ANN is chosen as the forecasting engine, the approach can
also be used as a starting point for every STLF calculation
method,whether it is based on a statistical or artificial intelligence
approach. In addition, unlike most contemporary research, this
study implements GA for the input selection phase of STLF
rather than simple load forecast engine optimisation or actual
calculation of expected load.

The contributions of this research are threefold: 1) it
introduces the novel similar days selection method based
on optimisation by GA, 2) it improves the accuracy and
performance of STLF based on ANN, and 3) it provides
valuable insights into the influence of specific weather, calendar
and inertia factors on the predicted load throughout the
year.

The paper is organised as follows. Section 2 introduces
related work and the ideas behind the implementation.
The infrastructure of the system is designed to support the
implemented method for STLF, and details on the implemented
genetic algorithm are presented in Section 3. Performed
experiments and collected results are presented in Section 4
and Section 5, respectively. The paper ends with a discussion and
conclusions.

2 RELATED WORK

The field of load forecasting attracts significant attention,
and a large variety of methods have been proposed and
used (Selakov et al., 2014). Existing forecasting methods can be
roughly grouped into three categories (Yu and Xu, 2014):

• conventional statistical methods, such as: time series
method, multiple linear regression, and trend extrapolation
(Minerva and Paterlini, 2002; Taylor and McSharry 2007;
Hahn et al., 2009; Taylor, 2012; Kavousi-Fard et al., 2014).
• artificial intelligence methods, such as neural network and

genetic algorithm (Heng et al., 1998; Defilippo et al., 2015;
Ghofrani et al., 2015; Khwaja et al., 2015; Chen et al., 2016).
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• hybrid methods such as genetic algorithm and neural
network (El Desouky et al., 2001; Yu and Xu, 2014), genetic
algorithm and support vector machine (Hong et al., 2013),
fuzzy neural network combined with genetic algorithm (Liao
and Tsao, 2006) and particle swarm optimisation and support
vector machines (Selakov et al., 2014).

Recent studies have shown that hybrid methods provide
better-projected results compared to statistical methods
(Kouhi et al., 2014; Yu and Xu, 2014; Baliyan et al., 2015).
However, many authors argue that the results could be even
more improved with a careful and precise selection of input
data, or more precisely, list of similar days (Karimi et al., 2018;
Jankovi ́c et al., 2021; Liu et al., 2021; Zhang et al., 2021).
Although research exists on the use of the genetic algorithm
in several exciting fields such as power system scheduling, load
flow analysis, and efficiency, its use for similar days selection has
not been covered yet.

2.1 Genetic Algorithm in Load Forecasting
The genetic algorithm is a powerful, general stochastic
optimisation technique that has been successfully applied in
numerous areas (Chen et al., 2016). It seeks to solve optimisation
problems using the methods of evolution, specifically, the
survival of the fittest (Heng et al., 1998). The genetic algorithm
implements the natural selection idea from the biological
evolution process, where the variables are regarded as genes that
consist of many attributes (Liao and Tsao, 2006). Creating new
genes produces better solutions for optimisation problems.

Several researchers used different genetic algorithms
for the implementation of diverse and effective neural
networks (Kouhi et al., 2014; Ghayekhloo et al., 2015;
Chen et al., 2016; Bouktif et al., 2018; Santra and Lin, 2019;
Prado et al., 2020), optimisation of the neural network
performance (El Desouky et al., 2001; Chiang and Reddy, 2007;
Jawad et al., 2018; Jalali et al., 2021) or improvement of the
performance of individual predictors (Wang and Chiang, 2011).
In those approaches, genetic algorithm has been used in different

forms to optimise the load forecasting, or more precisely, the last
phase of the process–for calculating the expected load. However,
several phases precede the final calculation. Initial collection and
aggregation ofweather and load history data is followed by similar
day selection phase (Srivastava et al., 2016; Barman et al., 2018;
Phyo and Jeenanunta, 2021).The research presented in this paper
proposes optimising the similar day selection process.

The selection of similar days is most often based on the
Euclidian norm in which weight coefficients evaluate the
similarity between the forecast day and previous days [as
proposed in (Mandal et al., 2006) and (Chen et al., 2009)].
Multiple authors report improved forecasting accuracy with
enhanced similar-day selection process using Support Vector
Machine (SVM) model (Barman et al., 2018), factor analysis
(Karimi et al., 2018; Sun and Zhang, 2018) and neural networks
(Eapen and Simon, 2019). However, despite the recent advances
in the hybrid forecasting methods, selecting appropriate input
data via similar days selection is still an open research area, and
authors of this work argue that GA can significantly enhance the
forecast accuracy (Ghofrani et al., 2015).

The motivation for this research comes from a need for the
best possible training dataset for the short term load forecast
(Karimi et al., 2018; Jankovi ́c et al., 2021; Liu et al., 2021) based
on regression models, primarily for Artificial Neural Network.
This work starts from the assumption that similar days selection
can improve regression-based load forecasting in terms of
accuracy and performance.

3 LOAD FORECASTING
INFRASTRUCTURE

In order to evaluate developed similar days selection method
in the STLF process, load forecasting infrastructure has been
designed and developed. It represents a technical foundation for
the presented approach, and it consists of the following sub-
modules (Figure 1).

FIGURE 1 | The STLF infrastructure.
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• Data handler module processes and prepares the input data.
• Similar day selection module (Gab-SSDS method) generates

a set of similar days with the highest similarity level. This
module contains two sub-components:
• Genetic algorithm calculates weight coefficients for

similarity factors.
• Similar Day Extraction Engine calculates dissimilarity

coefficients for each day previously selected by data handler
and selects days with lowest value.

• Forecasting engine generates the forecast of realised load
for the desired period. This stage is further explained in
Section 3.3.

The Gab-SSDS method can act independently regardless of
the chosen forecasting engine. As a result, similar days selection
module is entirely autonomous, decoupled from other modules,
and fully reusable. In addition, the Gab-SSDS method can be
used as an input for the arbitrary load forecast method, either
based on the Artificial Neural network or other methodologies,
like Linear Regression, Support Vector Machine (SVM), etc. In
this particular case, to perform the experiments and evaluate
the proposed method, an engine based on the artificial neural
network has been used (TensorFlow library) (Abadi et al., 2016).

The overall flowchart of load forecasting process supported
with the proposed similar day calculation method is presented in
(Figure 2). Gab-SSDS module receives an initial set of days from
the Data Handler module. Gab-SSDS uses weight coefficients
optimised by the genetic algorithm in a separate process. The
output of the Gab-SSDS module is a set of similar days, which is
used to produce the input rows to the forecasting engine. Hyper-
parameters for ANN training are once optimised, also by genetic
algorithm. The output of ANN prediction is the planned load for
the forecasting period.

Details about the Gab-SSDS method, used input data, data
processing, and overall forecasting process are presented in the
following sections.

3.1 Data Handler
Data handler uses weather forecast data and historical load
and weather data as inputs, and implements the initial filter
that executes data preparation and pre-processing. The filter
includes day selection based on a day of a week and rough
temperature similarity–days with an average temperature in a
close temperature range, compared with forecasting day. The
generated output of this module is an initial set of days.

3.1.1 Input Data
The data model required for the forecasting process collects and
stores all data necessary for the successful implementation of the
algorithm. This model details:

• Weather forecast–represents the instances of the hourly
weather forecast. It contains weather type (e.g., temperature,
wind speed, humidity, sky cover, daylight duration, etc),
forecast value, and timestamp.
• Load history–represents the instances of realised load per hour

through the history.

• Weather history–represents the instances of weather data per
hour through the history. It includes weather type, measured
value, and measurement time.

The model also keeps track of geographical areas for which
forecasting is being made, time intervals for data import,
weather types, calendar data and current users responsible for
customising and initiating calculations.

3.1.2 Data Processing and Filtering
The purpose of the Data processing and filtering module is
to prepare data and to exclude days with utterly inadequate
calendar and meteorological characteristics. Since temperature
is the most important information of all weather variables, it
is used most commonly in the regression approach. However,
with the use of additional factors, better results should be
obtained (Park et al., 1991). In this respect, only days with
the same day of the week and temperature range as of the
forecasting day are selected from the history database. Day
types are defined on the basis of the natural classification:
{Monday}, {Tuesday,Wednesday,Thursday}, {Friday}, {Saturday}
and {Sunday} (Alexander Bruhns and Deurveilher, 2005). The
temperature range is defined as the actual average temperature
from historical data, plus/minus 5 degrees comparing to the
predicted average temperature of the forecasting day. In this way,
days that do not have approximately the same characteristics
as the forecast day are excluded from consideration, which
increases the algorithm’s performance. Other factors, like hourly
temperature, wind, sky cover and load inertia, are further filtered
to detect similarity with the forecasting day more precisely.

3.2 Gab-SSDS Method
Choosing the best parameter setting is an essential and
challenging task in evolutionary algorithms. The calculation
of the dissimilarity coefficient is based on similarity factors
and their weight coefficients. Each similarity factor is assigned
with the weight coefficient representing a level of influence of
similarity factors on calculated coefficients. Values of weight
coefficients may have different optimal values depending on
different circumstances such as geographic location, electrical
network infrastructure or habits of the population. Furthermore,
optimal values of weight coefficients can vary by the period
of the year. The approach for weight coefficient adjustment
proposed in this paper is implemented with a continuous genetic
algorithm.

3.2.1 The Similar Days Extraction
As an initial step in the similar days selection phase, the forecast
day and past days are evaluated, and a set of similar days is
selected from the past based on a level of similarity. The level
of similarity for historical days is determined by dissimilarity
coefficient. It is calculated for each historical day by the following
equation:

Dc =
∑nsf

j=1
SFDjwfj

∑nsf
j=1
wfj
, (1)
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FIGURE 2 | Load forecasting method flow chart.

where:
nsf–number of similarity factors.Themost common similarity

factor is temperature, and it can be used as hourly temperature
and daily temperature. Other similarity factors are wind,
humidity, and othermeteorological factors. Similarity factors can
also be calendar factors, e.g., daylight duration.

SFDj–Similarity Factor Difference for jth similarity factor.
It is calculated as a difference between similarity factors for
history day and forecast day and can represent an absolute
difference between daily values (e.g., daily temperatures) or as an
average hourly factor deviation between 2 days (e.g., for hourly
temperature).

wfj–Weight coefficient for jth similarity factor. It is an
indicator of a relative contribution of the similarity factor in the
dissimilarity coefficient. The calculation of useful dissimilarity
coefficients depends primarily on these variables.

The lower dissimilarity coefficient indicates a higher similarity
between selected days. Once the similarity level has been
calculated, the top n most similar days (with the lowest
dissimilarity coefficient) are selected.

3.2.2 The Weight Coefficients Tuning With the
Genetic Algorithm
A flow of genetic algorithm implementation in Gab-SSDS
method implies an iterative execution of similar days extraction
phase with different combinations of weight coefficients until
the exit criterium is reached. (Figure 3). Optimised values of
weight coefficients are stored in the database after successful GA
execution.

Gab-SSDS uses continuous GA for determining continuous
variables - weight coefficients for similarity factors (Figure 4).
Variables intended for determination are called genetic variables
or genes. In this case, genes represent the weight coefficients
of the similarity factors. Genes are arranged in rows called
Chromosomes. Every chromosome represents a combination of
variable values. In the Gab-SSDS method, the chromosome
represents one combination of weight coefficients for the chosen
similarity factors.

Chromosomes are grouped into population. The population
represents the list of chromosomes, or, in this case, the list of
possible combinations of weights for chosen similarity factors.
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FIGURE 3 | Flow chart of GA.

In this work, the population consists of 64 chromosomes. The
goal is to find the optimal chromosomes, that is, chromosomes
with the lowest value of cost function. Chromosomes with
higher cost function values are abandoned. Chromosomes
with lower cost function value cross over and generate new
chromosomes with combined values of genetic variables.
This procedure is repeated until defined exit criteria–three
iterations without decreasing function cost in resting
chromosomes.

The initial population is a random creation of chromosomes
consisting of genes–weight coefficients for similarity factors. The
variables in the initial population have random values between
0 and 100. As genetic variables represent possible values of
weight coefficients, every genetic variable contains the minimal
value and maximal value. Chromosomes in the initial population
consist of variables with random values between minimal and
maximal values.

The Cost Function generates an output of the variable set
(chromosome). Every chromosome has assigned the output value
of the cost function. Chromosomes are sorted based on their cost
values in such a way that chromosomes with lower cost values
are better positioned. Thirty-two chromosomes with higher cost
values are abandoned, and the remaining 32 chromosomes

cross with each other and create new 32 chromosomes.
Chromosome pairs are selected by weighted random pairing.The
selection probabilities assigned to the chromosomes are inversely
proportional to their cost (Tanese, 2004).

The cost function in the presented model is defined as an
average Mean Absolute Percentage Error (MAPE) for n days that
precede the forecasting day (Chai and Draxler, 2014) in a single-
chromosome cost function execution. The number of n days is
adjustable, and it depends on the region on which forecasting
is executed and mid-term weather stability in that region. In
the proposed solution, daily GA is executed for the n = 14
previous days. This period is used for GA optimisation only. It is
considered as big enough for finding optimal weight coefficients
at the point of the year, but also small enough to prevent time
over-consumption of the GA (Shayeghi et al., 2009).

In order to calculate MAPE for 1 day in history, it is necessary
to make the load forecast for that day and calculate MAPE
between forecasted and observed load. In the real-time execution
(outside of the genetic algorithm), the load forecast is performed
by ANN as a selected forecasting engine. However, the cost
function of every chromosome in the genetic algorithm is based
on the arithmetic mean (AM) of load in best ranked similar
days (days with minimum dissimilarity coefficients). MAPE is
obtained by comparing AM and actual load. Load forecasting in
GA cost function is used this way for two reasons:

1) in GA cost function, the goal is not the best possible accuracy
of load, but the best possible similarity of days,

2) in this manner, a high-performance saving is made because
time-consuming load forecast (e.g., ANN) execution is
avoided in GA optimisation.

Day similarity calculation can havemore localminimums, and
there is a possibility of converging to someof the localminimums.
Hence, some chromosomes have to be mutated. The mutation
prevents convergence too fast to some of the local minimums
before sampling the entire cost surface. In each iteration, six
chromosomes mutate in a population. The number of mutated
genes in everymutated chromosome is a randomly selected value
from one to four.

3.3 Calculation of the Load Forecast
Similar days selection aims to provide input data for the load
forecasting process. Even though Gab-SSDS is designed to apply
to all forecasting techniques, in this study, it is combined with
TensorFlow artificial neural network to investigate its usability
and effectiveness.

Artificial Neural Network is a powerful tool for non-
linear inputs and prediction problems (Raza et al., 2013).
ANN mimics human brains to learn the relationship between
certain inputs and outputs from experience (Hong, 2010). The
popularity of ANN is based on its ability to model complex
relationships that are difficult to identify with traditional
techniques (Hippert et al., 2001; Mandal et al., 2006). A typical
ANN deployed for STLF is a multi-layer feed-forward ANN,
which consists of input, hidden and output layers interconnected
by some modifiable weights, represented by the links between
the layers. The computational units in each layer are called
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FIGURE 4 | Genetic algorithm terminology.

neurons (Hong, 2010). values of TensorFlow is an open-source
artificial intelligence programming system released by Google in
2015 (Abadi et al., 2015). It is used primarily for deep neural
networks and machine learning (Zhang et al., 2017). It can
efficiently support large-scale training and inference as well as
flexible support experimentation and research into new models
and system-level optimisations (Jia et al., 2018). TensorFlow
includes features like a high degree of flexibility, portability,
automatic differential design, and performance optimisation
(Qin et al., 2019). STLF refers to a forecasting period of up to
7 days (Gross and Galiana, 1987). The forecasting horizon in the
presenting model depends on supplied weather forecast data and
cannot extend 7 days.

The proposed forecasting engine is a feed-forward multi-
layer neural network model. Days with minimum dissimilarity
coefficients, along with their load and weather data, are input to
ANN training. Predictor data includes weather data, load inertia,
and calendar data, while predicted data is hourly load. ANN
predicts future hourly load using weather forecast, load inertia
data, and calendar data as predictor parameters. Load inertia data
for the forecasting day is realised load in previous days. ANN
training and prediction is executed for each hour in the forecasted
day. The number of hidden layers and the number of neurons in
each hidden layer are obtained through optimisation, along with
other hyper-parameters.

The output of ANN prediction is the hourly planned load
for the forecast period. Planned load data contains starting and
ending time, time resolution, user, geographical area, and a value
of the planned load. It represents the output of the system.

3.4 Tuning the Hyper-Parameters
Optimisation of hyper-parameters is another challenge that
should be met for the effective use of the ANN. Values
of hyper-parameters can be determined manually, looking at
training results and predictions using different values of hyper-
parameters. However, in this work, hyper-parameters have

been determined using a genetic algorithm. Chromosomes are
combinations of genes, while each gene represents one value
of one specific hyper-parameter. The population is consisted of
64 chromosomes. The cost function for the genetic algorithm
is MAPE weighted by execution time. The cost function is
obtained by training and prediction of ANN with different
values of hyper-parameters. Genetic algorithm optimised hyper-
parameters once, and these hyper-parameters were utilised for
further forecasting calculations.

Hyper-parameters determined by the genetic algorithm are
batch size, number of hidden layers, learning rate, optimiser,
activation function, number of neurons in first hidden layers,
number of neurons in other hidden layers, optimal input
layer, and number of samples. The optimal input layer is the
combination of predictors (features). Every possible predictor is
a gene with possible values 0 and 1, indicating if the predictor
should be used. Determining the optimal number of samples
refers to the number of similar days used as input to the neural
network.

Genetic algorithmexecutionwas completed after 24 iterations.
Figure 5 shows the Pareto frontier diagram (Michel et al., 2019;
Mostafa et al., 2020; Izquierdo et al., 2021), with optimal
solutions from each iteration. Dominant solutions are the ones
that dominate either in terms of accuracy or execution time. The
selected solution is marked as the one with the lowest MAPE.
However, every dominant solution can be chosen, considering
accuracy or execution time preference.

Table 1 contains value range, step, and final values for each
optimised parameter. Figure 6 shows the structure of ANN with
optimised layer structure.

4 THE RESEARCH METHODOLOGY

The goal of this study is to investigate the forecast accuracy, the
effectiveness of the proposed method and the possibilities for
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FIGURE 5 | Optimal solutions in Pareto diagram.

TABLE 1 | Optimised ANN hyper-parameters.

Hyper-Parameter Name Range Step Optimised Value

Batch size 1–5 1 —
Number of hidden layers 1–5 1 1
Learning rate 0.00–1.00 0.01 0.05
Optimiser Gradient Descent, RMSprop, Adam, Adadelta,

Adagrad, Adamax, NAdam, FTRL
— Adam

Activation function ReLU, Sigmoid, Softmax, Softplus, Softsign,
Hyperbolic tangent, SELU, ELU, Exponential

— ReLU

Number of neurons in hidden layer 1–20 1 6
Selected predictors (Temperature, Wind, Sky
Cover, Previous day temperature, Previous Day
Load, Daylight Duration)

0–1 (for each) — Temperature, Previous day load, Daylight Duration

Number of samples 5–25 1 10

thewhole-year continuous optimisation for similar days selection
based on genetic algorithm (Gab-SSDS method). Analysing
methods’ strengths and weaknesses could provide us with
guidelines to further improve the short-term load forecasting

FIGURE 6 | Structure of used neural network.

based on the selected similar days. In this section, the used
dataset, the approach, the metrics and the measurements used
for the data analysis will be described. Such setup is used
to perform simulation, the details of which are presented in
Section 5.

4.1 Dataset
The study used the electrical load published by Statnett, the
system operator of the Norwegian power system1. This data
includes hourly load in transmission for the area of Norway.
Historical hourly weather data used in the simulation has
been downloaded from the website designed and supported by
Raspisaniye Pogodi Ltd.2, for the same period and city of Oslo,
including temperature, wind speed, sky cover, and humidity.
Training and testing data includes a period starting from 1
December 2015, until 30 November 2020.

1Statnett the system operator of the Norwegian power system Website.
2Raspisaniye Pogodi Ltd. Website.
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4.2 The Course of the Experiment
The experiment involves daily short-term load forecasting for
1 day ahead, during 1 year, from 1 December 2019, until 30
November 2020. It includes 365 daily load forecasts. The model
is updated with fresh history data and weather forecast data once
per day. Every daily load forecast is performed at midnight, and it
predicts hourly load on the forecasting day. At the moment when
daily forecasting starts, all historical data and weather forecast
data for the forecasting day are present.

4.3 Approach
A deductive and quantitative approach is applied in order
to answer the proposed research questions. Considering the
focus of the study, the authors wanted to understand how the
proposed algorithm performs in real-time. The experiment was
performed in three phases (Figure 7): 1) development of the
algorithm (details presented in Section 3.2), (2) simulation and
data collection, and 3) analysis of the results (Section 4.4).

In order to investigate the benefits that the proposed method
can bring to the load forecasting process, simulation of the load
forecast has been executed on the used dataset and with STLF
method based on TensorFlow neural network (Abadi et al., 2016)
for load forecast. The simulation included the execution of the
STLF method using two forecasting approaches (FA1 and FA2):

• FA1: STLF using ANN without Gab-SSDS method. The entire
available history of days grouped by day of the week has been
used as an input for STLF using TensorFlow neural network.
• FA2: STLF using ANN with Gab-SSDS method. The proposed

forecasting method with similar days selection from the entire
available history has been used as an input for STLF using
TensorFlow neural network. The chosen number of selected
similar days in this use case is 10 (as explained in Section 3.4).

The two forecasting approaches have been simulated and
applied to the same dataset and time frame. In both cases,
forecasting for every day was performed for the period
00:00–23:00 and every hour separately. In each separate daily
forecast, historical data is available for the entire period before
forecasting. In the FA1 approach, the dataset used for ANN
training was a complete data history up to that date, filtered by
a day of the week. For a data history of 2 years, every training
dataset had a size of up to 104 weeks (2 years multiplied by

FIGURE 7 | Phases of the experiment.

52 weeks). Every hour was forecasted separately, and therefore 24
ANN forecasts were executed every day.

In the FA2 approach, data preparation included GA execution
and similar days extraction. The genetic algorithm determined
the number of 10 similar days as input to ANN training. 24
ANN-based forecasts (with 10 similar days training dataset) were
executed every day in the experimental period.

To answer the RQ1 research question andmeasure the forecast
accuracy and, ultimately, effectiveness of the proposed method,
the authors compared the forecasted load with the realised load,
using two evaluation metrics: Mean absolute percentage error
(MAPE) (Khair et al., 2017) and Root Mean Square Percentage
Error (RMSPE) (Chai and Draxler, 2014) (described in more
details in Section 4.4).The accuracy of the load forecast based on
the proposed Gab-SSDS method is determined by comparing the
forecasted daily load with realised daily load for the experimental
period. More precisely, during simulation, the method generated
a load forecast for each day, and these forecast results were
compared with the realised load. Besides, the authors compared
the forecast results of approaches FA1 and FA2.

In order to answer the RQ2 research question, the authors
compared the execution time of ANN forecasting for approaches
FA1 and FA2. In both cases, the execution time represents
a total time of execution, including both data preparation
and forecast execution. Calculated weight coefficients and their
average monthly values were analysed to address the RQ3.

4.4 Data Analysis and Evaluation Metrics
The authors introduced several metrics to analyse the results
and quantify the forecast accuracy and the effectiveness of the
proposed algorithm. Several models are used in the literature
to determine which formulations produce more accurate and
precise estimations of the variables of interest. Many different
statistical methodologies for deviation analysis have been applied
in order to evaluate the effectiveness of estimation methods
(Willmott and Matsuura, 2005; Chai and Draxler, 2014). The
most regularly utilised studies in the model evaluation are the
mean absolute percentage error (MAPE) and Root Mean Square
Percentage Error (RMSPE) (Willmott and Matsuura, 2005).

Mean Absolute Percentage Error–MAPE represents forecast
accuracy of a forecasting method. MAPE is calculated using the
absolute error in each period divided by the observed values that
are evident for that period. Then, those fixed percentages are
averaged. This approach is useful when the size of a prediction
variable is significant in evaluating the accuracy of a prediction
(Khair et al., 2017). MAPE indicates how high is the error in
prediction compared with the real value. MAPE divides each
error individually, so it can distort the results as they are highly
impacted by high errors during periods with low demand.

MAPE = 100%
n

n

∑
t=1
|
At − Ft
At
| (2)

Calculation of the root-mean-square percentage error–RMSPE
involves a sequence of 3 simple steps (Willmott and
Matsuura, 2005). Total square error is obtained first as the sum
of the individual squared errors; that is, each error influences the
total in proportion to its square rather than its magnitude. High
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hourly errors, as a result, have a relatively greater influence on
the total square error than smaller errors do.

RMSPE = 100 ⋅ √ 1
n

n

∑
t=1
(
At − Ft
At
)
2

(3)

The pros and cons of the use of both measures have been
discussed in numerous papers (Willmott and Matsuura, 2005;
Chai and Draxler, 2014). Both deviation metrics were used
to exploit the benefits and minimise the drawbacks of these
approaches. The RMSPE is more appropriate to represent model
performance than the MAPE when the error distribution is
expected to be Gaussian (Chai and Draxler, 2014). MAPE
protects against outliers, whereas RMSPE provides the assurance
to get an unbiased forecast and gives greater importance to the
highest errors. While they have both been used to assess model
performance for many years, there is no consensus on the most
appropriate metric for model errors (Chai and Draxler, 2014).
Since both measures are defined differently, they are expected to
generate different results.Therefore, a combination ofmetricswas
used in this paper to assess model performance and to provide a
complete picture of error distribution (Chai and Draxler, 2014).

5 SIMULATION RESULTS

This section presents the results of the executed simulation. The
simulation was performed following the strategy in five stages.
The first stage of the simulation examines the effectiveness of
genetic algorithm optimisations. The second stage depicts the
weight coefficients tuned by GA. The third stage examines the
forecasting accuracy of the proposed load forecast technique
using the Gab-SSDSmethod. In the fourth stage, the effectiveness
and overall performance of two load forecasts (with and without
the Gab-SSDS method) are compared. In the fifth stage, results
are compared with other forecasting methods.

5.1 The Effectiveness of ANN Training
For proving the effectiveness of ANN training, learning curves
were tracked. They show the diverging behaviour of in and
out-of-sample performance as a function of the number of
training iterations for a given number of training examples
(Perlich, 2010). They provide insight into the dependence of
a learner’s generalisation performance on the training set size
(Viering and Loog, 2021).

Learning curves are generated for training and validation
datasets. Twenty similar days are selected from the Gab-SSDS
filter. This set is divided into two new sets, consisting of 10
randomly selected days. One set is used as the training dataset,
and another is used as the validation dataset. The training was
tracked for the first hour of the first day of the experiment (1
December 2019).

Figure 8 shows learning curves of training and validation
datasets. They show decrements of loss (x-axis) through training
iterations ( y-axis). The training curve indicates the fitness
between the model and the training data, while the validation
curve indicates the fitness between the model and new data. Both

curves had approximately the same trajectory. Root Mean Square
Percentage error between the curves is 12.08%. The learning
curves show the high efficiency of ANN training for the selected
input data and optimised hyper-parameters.

5.2 The Effectiveness of Genetic Algorithm
Optimisation
The primary goal of the optimisation by the genetic algorithm
is an adequate selection of similar days used as an input to the
forecasting mechanism. The GA cost function is the average
daily load that precede the forecasting day. GA optimisation
stops when there is no improvement in the average cost function
for resting chromosomes in three consecutive iterations. Table 2
shows selected effectiveness parameters of GA used in the Gab-
SSDS method: average initial cost function value, average final
cost function value, the average convergence rate, the average
number of iterations, and the average convergence rate per
iteration. The initial cost function value is the cost value of the
best individual in the first iteration, and the final cost function
value is the cost value of the best individual in the last iteration.
The average convergence rate decreases the cost function from
the initial to the final cost function value.

The average convergence rate of 0.38 in average 56.34
iterations (0.007 average convergence rate per iteration) indicates
a steady convergence in GA optimisation. However, the more
profound analysis of GA optimisation effectiveness is out of this
work’s scope.

5.3 Weight Coefficients Tuning
GA optimisation was applied on all days of the testing dataset.
Every separate optimisation used its history of days as input to
GA. The output of every GA optimisation was a set of weight
coefficients of similarity factors for similar days extraction. In
this manner, the set of 10 similar days was selected. This set of
similar days was used for ANN-based forecasting. During the
time, optimised values of the weight coefficient had different
values. Table 3 shows the average optimised weight coefficient
values of each similarity factor. Five factors with the highest
weight coefficients are further analysed.

Table 4 shows average optimised values of weight coefficients
per month in the testing dataset for five selected factors (with the
most substantial influence).

Dc =
LoadDif ⋅ 68+HTempDif ⋅ 61+HCloudDif ⋅ 14+HWiDif ⋅ 15+DDurDif ⋅ 11

68+ 61+ 15+ 14+ 11
,

(4)

where:

• LoadDif–Average hourly load difference between the day that
precedes the similar day and day that precedes the forecasting
day,
• HTempDif–Average hourly temperature difference between

the similar day and the forecasting day,
• HCloudDif–Average hourly cloud difference between the

similar day and the forecasting day,
• HWiDif–Average hourly wind difference between the similar

day and the forecasting day,

Frontiers in Energy Research | www.frontiersin.org 10 April 2022 | Volume 10 | Article 844838

https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://www.frontiersin.org/journals/energy-research#articles
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FIGURE 8 | ANN learning curves for training and validation datasets.

TABLE 2 | Effectiveness parameters of GA in Gab-SSDS.

AVG initial GA AVG final GA AVG convergence AVG number of AVG convergence
cost function cost function rate iterations rate per iteration

3.42 2.13 0.38 56.34 0.007

TABLE 3 | Tuned weight coefficients of similarity factors.

Similarity Factor Value of Weight Coefficient

Inertia–average load for previous day 68
Inertia–temperature in previous day 5
Hourly Temperature 63
Hourly Wind 15
Hourly Cloud 14
Daily Average Temperature 7
Daily Minimal Temperature 6
Daily Maximal Temperature 3
Daily Average Wind 2
Daylight Duration 11

• DDurDif–Daylight duration difference between the similar
day and the forecasting day.

The dissimilarity coefficient equation is applied to every day
previously selected by the data handler.

5.4 Forecast Accuracy
Two error metrics (MAPE and RMSPE) have been used to
estimate the forecast accuracy of the FA1 and FA2 methods.
The results, shown in Figure 9, are grouped by months. The
first columns represent the overall MAPE for FA1 (1.82), the

overall MAPE for FA2 and RMSPE for FA2 (2.52). RMSPE for
FA1 is shown to depict an influence of outliers. The presented
results are significant, as, in the community, all MAPE results
smaller than 2% are concerned acceptable (Dong et al., 2017;
Hossen et al., 2017; Amber et al., 2018).

Figure 10 presents the box and whisker plot (Massart and
Smeyers-verbeke, 2005)with the distribution of forecast accuracy
for the presented algorithm (calculated only with MAPE). It can
be noted that the majority of prediction errors fall below 3%,
with only seven outliers. Therefore it can be concluded that the
presented algorithm proves to be accurate.

5.5 Comparison of Two Approaches
In order to compare two approaches, FA1 and FA2, their forecast
accuracy (effectiveness) and execution times (performance) were
measured.

Comparing MAPE for FA1 and FA2 (Figure 9), it is evident
that the Gab-SSDS method for similar days selection (approach
FA2) outperforms the same algorithm without Gab-SSDS in
terms of forecast accuracy (effectiveness). FA2 shows better results
in both overall (1.82 with Gab-SSDS vs. 2.73 without Gab-SSDS)
and segmented view (for eachmonth in the experimental period).
It is noticeable that Gab-SSDS significantly improves the overall
forecasting and provides a more accurate forecast.
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TABLE 4 | Average weight coefficients per month.

Month Hourly Temperature Hourly Wind Hourly Cloud Load Inertia Daylight Duration

December 75.00 25.00 20.00 55.00 3.00
January 80.00 24.00 19.00 53.00 9.00
February 74.00 20.00 19.00 58.00 11.00
Mart 65.00 16.00 13.00 60.00 12.00
April 55.00 14.00 12.00 69.00 15.00
May 50.00 9.00 11.00 74.00 14.00
June 49.00 7.00 12.00 80.00 16.00
July 56.00 8.00 10.00 84.00 15.00
August 57.00 6.00 6.00 82.00 12.00
September 60.00 12.00 13.00 71.00 10.00
October 63.00 16.00 14.00 64.00 7.00
November 68.00 19.00 19.00 62.00 5.00

Now that factors are chosen, and their weight coefficients are obtained, Equation 1 can be decomposed.

FIGURE 9 | Error metrics distribution.

To compare the performance of the approaches, an analysis of
their execution time has been performed for the first forecasting
day of the testing data set. Table 5 shows a comparative
presentation of execution time for approaches FA1 and FA2.
As can be seen, data preparation time is a bit longer for FA2
for the reason that it includes an execution of GA and similar
days extraction. On the other hand, data preparation for FA1 is
almost instant, as it only includes the selection of days from the
history database andweather forecast database.However, forecast
execution for FA1 lasts disproportionately longer for the reason
that the training data size for FA2 is significantly smaller than for
FA1.

5.6 Comparison With Other Methods
To confirm the effectiveness of Gab-SSDS, the proposed method
is also compared with other methods:

1. Hybrid PSO–SVM method for short-term load forecasting
(Selakov et al., 2014), which uses Support Vector Machine
(SVM), Particle Swarm Optimisation (PSO) for optimisation

of SVM parameters, and selection of similar days which adapts
to significant temperature variations, and

2. Day similarity metric model for short-term load
forecasting supported by PSO and artificial neural network
(Jankovi ́c et al., 2021), which uses Particle Swarm Optimisation
for optimal selection of similar days, and ANN as a forecasting
engine.

All three methods were applied on the same dataset as Gab-
SSDS, and the same testing period: 1 December 2019, until 30
November 2020. The results are present in Table 6. Obtained
results show the more accurate results of Gab-SSDS compared
with other methods.

6 DISCUSSION

The presented experiments were designed to address
the proposed research questions and to investigate: the
forecast accuracy of the Gab-SSDS method (RQ1), increased
effectiveness and performance when ANN-based load forecast
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FIGURE 10 | Forecast accuracy distribution.

is combined with Gab-SSDS method (RQ2) and applicability
of the method for the weight coefficients optimisation
(RQ3).

The analysis of the results gained by the Gab-SSDS method
in combination with TensorFlow ANN showed that overall
load forecast resulted in accurate results with MAPE values
below 2% or slightly above 2% for all months (Figure 9)
and with significant forecast accuracy distribution (Figure 10).
These results, even though significantly accurate, only provide
proof of the applicability of the method as input for the
ANN forecast method (affirmative answer for the RQ1).
However, to prove that the Gab-SSDS method increased the
effectiveness and performance of the overall approach, additional
experiments have been executed. Parallel execution of load
forecast based on TensorFlow ANN, with and without support
of GAB-SSDS method for similar days selection have been
simulated.

Two forecasting approaches were named FA1 and FA2,
and they represented the same forecasting approach, with

TABLE 5 | Execution times for two approaches.

Forecast Data Preparation Forecast Execution Total
Approach Time Time

FA1 ˜ 1 s ˜ 240 min ˜ 240 min
FA2 ˜ 128 min ˜ 30 min ˜ 158 min

TABLE 6 | Comparison Gab-SSDS and other methods.

Method MAPE for the
Experimental Period

Hybrid PSO–SVM method for short-term load
forecasting

2.24

Day similarity metric model for short-term load
forecasting supported by PSO and artifcial neural
network

1.96

Gab-SSDS 1.82

and without the support of Gab-SSDS method, respectively.
As presented in Section 5 the approach FA2, supported by
the proposed method, outperforms the FA1 approach, in
terms of forecast accuracy (effectiveness–Figure 9) and overall
performance (Table 5). FA1 uses the entire dataset, and therefore
it does not spend time for data preparation. However, the
large dataset increases the execution time of the ANN forecast.
In addition, FA2 spends time for data preparation (including
GA optimisation). However, the smaller dataset saves time
for the ANN forecast execution, and FA2 spends less total
time than FA1. These results confirm a positive answer
to RQ2.

As can be noted in Table 3, similarity factors with the highest
values of weight coefficients are load in the previous day–Inertia,
and hourly temperature. However, weight coefficients for hourly
temperature decrease from January to June, have stable values
during the summer and increase from September to November.
The weight coefficient for load inertia has the opposite behaviour
in the same interval (Table 4).Weight coefficients for hourlywind
and hourly cloud have a trend similar to hourly temperature.
The assumption of the reason for observed trends is the
fact that consumers in Norway spend more electricity for
heating when temperature decreases, and therefore weight
coefficients of weather factors have higher values in these
periods. On the other hand, when temperatures are higher,
weight coefficients for weather factors decrease, and the primary
factor becomes load inertia. Considering observed trends,
the authors give an affirmative answer to RQ3: GA can
optimise weight coefficients of influential factors of similar days
extraction during different periods of the year. Simulation results
demonstrate that the implemented method is suitable for short-
term load forecasting as it provides accurate forecast and high
performance.

The comparison of the developed method with other methods
that use meta-heuristic optimisation and non-linear forecasting
engines indicated the visible advantage of the Gab-SSDS method
in terms of the forecasting results precision. Overall experimental
results suggest clear benefits the proposedmethod can offer to the
short term load forecast.

6.1 Limitations of the Study
In order to evaluate the proposed similar days selection method
(Gab-SSDS), ANN has been used as the forecasting engine.
However, other forecast methods could have been used, such
as linear regression, support vector machine or more advanced
machine learning techniques. The fact that only ANN has been
tested potentially limits the value of results, and additional
studies are required to evaluate the suitability of the similar days
selection method in combination with other load forecasting
engines.

Another limitation of the study is that the load forecast was
only tested for 24 h ahead. The influence of similarity factors
may have different values for more extended forecasting periods.
Therefore GA can be adapted accordingly to optimise weight
coefficients for similarity factors depending on the forecasting
periods.
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7 CONCLUSION

In the field of short term load forecasting, accurate predictions
are made based on a vast amount of correct and accurate
historical weather and load data. However, wrong data (outlines,
missing or data exceptional) or misleading data (low relevance)
are unavoidable and can interfere with the forecasting process
and thus reduce the forecast accuracy. Therefore, in order to
establish accurate forecasts, the filtering of correct and relevant
data is essential to provide relevant input for load forecast
algorithms. This paper presented the method for similar data
selection that generates a list of days from the past that represents
the appropriate historical data as input for a short term load
forecast. The implemented Gab-SSDS method is based on the
integration of genetic algorithm and similar days selection
method. The common use of the genetic algorithm in the load
forecast is optimising the parameters of the forecasting engine.
Besides optimisation of forecasting engine, the proposed solution
uses the genetic algorithm to enhance the forecasting methods
by providing relevant input data by tuning the parameters
used for similar days selection. Even though the methods can
be used as an input method for different load forecasting
methods, in order to prove its effectiveness and evaluate
its performance, it has been tested with a commonly used
TensorFlow artificial neural network. With considerable caution
and the respective contextual limitations, we want to report
positive findings for the feasibility and potential of using this
similar days selection method (Gab-SSDS) for short term load
forecasting.

For future work, as an extension of the proposed method, the
authors have an intention to further explore the possibilities
for the integration of the proposed method in other STLF
techniques. Therefore, the series of experiments and simulations
will be performed on other load forecasting approaches
based on ANN and other regression models–SVM and linear
regression.
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