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With increasing penetration of renewable energy, it is important to source adequate system flexibility to maintain security of supply and minimize renewable generation curtailment. Power to hydrogen (P2H) plays an important role in the low-carbon renewable dominated energy systems. By blending green hydrogen produced from renewable power into the natural gas pipelines, it is possible to help integrate large-scale intermittent generation and smooth the variability of renewable power output through the interconnection of the natural gas network, hydrogen energy network, and electric network. A two-stage stochastic mixed-integer nonlinear planning framework for P2H sizing and siting is proposed in this paper, considering system flexibility requirements. The problem is then reduced to a mixed-integer second-order cone (MISOC) model through convex transformation techniques in order to reduce the computation burden. Then, a distributed algorithm based on Bender’s decomposition is applied to obtain the optimal solution. A modified hybrid IEEE 33-node and Gas 20-node system is then used for simulation tests. The results showed that investment of P2H can significantly reduce the total capital and operational costs with lower renewable generation curtailment and electricity demand shedding. Numerical tests demonstrated to demonstrate the validity of the proposed MISOC model.
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1 INTRODUCTION
Over the recent years, various renewable energies, such as solar power and wind power, have seen rapid development. However, the connection of large-scale renewable energy to the electric network has dramatically changed the characteristics and increased the uncertainty of power flow, posing significant challenges to system operations in terms of power balancing and load following. Flexible resources, such as demand-side response, large-scale energy storage, power to hydrogen, etc., are the key to integrating large-scale renewable generation.
For environmental reasons, coal-fired generations are gradually being phased out, leading to a scarcity of flexible resources. As a result, energy storages, such as pumped storage, compressed air energy storage, chemical battery storage, etc., have developed by leaps and bounds in recent years. However, the development of large-scale pumped storage and compressed air storage is constrained by geographic and geological conditions. Chemical battery storage is not limited by geography, but their discharge time is 1 min–8 h (Mongird et al., 2019) and is suitable for medium- or short-term (Zablocki, 2019) use. As hydrogen has the appealing characteristics of being stored for the longer term and on a large scale, hydrogen energy storage has the prospects of being used as a long-term or seasonal energy storage. With the high penetration of renewable energy, the green hydrogen produced by P2H using surplus renewable energy can be stored on a large scale or used as an industrial raw material.
As a result, over the past few years, the development of green hydrogen has attracted the increasing attention of researchers and governments due to its characteristics of a high energy density and the ability to store it in large quantities. The total abandoned renewable energy has decreased from 312.523 to 66.797 MWH with the presence of power to hydrogen (Heris et al., 2020). To reduce CO2 emissions, the cost-optimal design and operation of power to gas in Germany are studied in depth (Welder et al., 2018). In addition, the value of hydrogen storage in pipes and salt caverns has been analyzed (Welder, 2018).
In addition, Ref. Dolci et al. (2019) and Hu et al. (2020) present the power-to-hydrogen pathways, and the technical advances and barriers to green hydro development are also given. The green hydrogen-based power-to-gas facility is investigated in Germany and Texas in Glenk and Reichelstein (2019), which shows that green hydrogen production is already cost-competitive in niche applications. With ultra-high penetration of renewable energy, an optimal planning model (Pan, 2020) for electricity–hydrogen integrated energy systems considering power to hydrogen and seasonal storage is constructed in Pan et al., (2020). Li et al. (2019) have developed operation optimization modeling of power to hydrogen in active distribution networks coordinated with the district heating network (Li et al., 2019). Gils et al. (2019) have investigated the transition pathway toward a climate-neural energy system in Germany and concluded that hydrogen plays a critical role in the seasonal balance of power supply and demand but cannot completely replace other coupling options (Gils et al., 2021).
Hydrogen is an important industrial raw material, and it is only economically beneficial to convert hydrogen into methane when subsidies are provided (Robinius et al., 2017). Liu et al. (2020) indicate that both power to hydrogen (P2H) and power to methane (P2M) help to reduce operational costs and decrease CO2 emissions. From the perspective of energy system operation, the impact of P2H on the system flexibility is analyzed (Cloete and Hirth, 1922) in Cloete et al. (2020) and Ge et al. (2020) . With the increasing penetration level of renewable energy, the traditional grid is evolving into a new energy system with widespread participation of variable generation and flexible demand (Gea-Bermúdez et al., 2021). The large-scale, long-duration energy storage devices will be one of the key enablers in the low-carbon renewable-dominated energy systems. To improve the management efficiency and deal with the stochastic nature of renewable energy, this paper aims to investigate the site selection and optimal capacity determination approach of large-scale energy storage technologies, also known as P2H, and their role in enhancing system flexibility.
The contributions and innovations of this article are as follows: first, a two-stage stochastic mixed-integer planning framework for P2H sizing and siting is proposed, considering the uncertainty of the renewable energy output and the investment cost of the P2H equipment. The model’s objective was to minimize the investment cost, operation cost, renewable output curtailment cost, and electricity demand shedding cost. Second, by blending permissible green hydrogen produced from surplus renewable energy into the natural gas pipelines, the effects of the injected hydrogen concentration on the gas pipeline transmission coefficient, that is, gas specific gravity, net calorific value, gas compressibility factor, etc., were investigated. Third, based on the system flexibility supply–demand balance mechanism, we quantified the enhanced effect of P2H on hourly system flexibility.
The rest of this article is organized as follows: the low-carbon-emission hybrid renewable energy system structure is proposed in Section 2, and the modeling of renewable energy and load demand uncertainties are also described. In Section 3, a two-stage stochastic planning model of P2H has been constructed, considering system flexibility and hydrogen injections. The nonlinear nonconvex terms are simplified to obtain a mixed-integer second-order cone (MISOC) programming model in Section 4. In Section 5, a distributed algorithm for the model is designed based on Bender’s decomposition and cut plane. Simulations are carried out to verify the effectiveness of the proposed MISOC model and solution algorithm in Section 6. The conclusion is illustrated in Section 7.
2 INTEGRATED ELECTRICITY–HYDROGEN-GAS SYSTEM
2.1 System Description
The integrated electricity–hydrogen-gas energy system is illustrated in Figure 1. It consists of the power system, natural gas distribution system, and carbon-free hydrogen system. The interaction between the power system and the natural gas system is realized mainly through a combined cycle gas turbine (CCGT). The CCGT generation unit with a fast-responding, high efficiency uses natural gas from the distribution gas system to generate electricity. The connection of large-scale renewable energy to the distribution network makes it possible to produce hydrogen by electrolyzing water with renewable energy. It is worth noting that hydrogen is more accessible to store for long periods than electricity. Therefore, hydrogen storage technology can be used as a medium- or long-term energy storage option for excess renewable energy. In this article, green hydrogen produced by surplus renewable energy sources plays a vital role in the integrated electricity distribution system, natural gas system, and hydrogen energy system. Power-to-hydrogen devices make full use of surplus renewable energy, and it is then blended and injected into the existing gas distribution pipeline with a maximal volumetric limit proportion of 15% hydrogen.
[image: Figure 1]FIGURE 1 | Basic structure diagram of a hybrid renewable energy system.
In future high-renewable energy penetration scenarios, the uncertainty and intermittence of renewable energy output will significantly impact supply power reliability. To deal with these problems, the system’s flexibility needs to be enhanced urgently. Based on the characteristics of flexible resources in the distribution network, we have developed a system flexibility supply and demand balance model. In addition, considering the direct injection of hydrogen produced by P2H into the natural gas pipelines, the hydrogen concentration on the gas specific gravity, the calorific value, and the compressibility factor have been investigated. Finally, a two-stage stochastic planning model is constructed with the objective of minimizing the investment and operation costs during the planning horizon. In the proposed hybrid energy system, we consider several renewable energy generation units, such as wind turbines and photovoltaics, equipped in the system. To promote renewable energy consumption and enhance the system’s flexibility, the investment cost of P2H and the renewable energy curtailment cost are included as one of the optimization objectives. Scenario generation and reduction methods have been utilized to address renewable energy sources and load uncertainty.
2.2 Uncertainty Modeling and Scenario Generation
A scenario-based approach is adopted to deal with the uncertainty and stochastic characteristics of renewable output and electrical load demand (Dagoumas and Koltsaklis, 2019). For the sake of simplicity, renewable generation output and load can be modeled as follows:
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The forecast errors, [image: image], are assumed to be Gaussian distribution. The probability density functions of normally distributed random variables are discretized in Figure 2​
[image: image]
where [image: image] are the probabilities of intervals 1–7 at time [image: image] related to prediction errors, and their specific values are [image: image].
[image: Figure 2]FIGURE 2 | Wind out power/load forecast error.
Then, the corresponding cumulative distribution functions (CDFs) are calculated separately using the probability density functions for the discrete intervals described above. Based on Monte Carlo simulations, two random variables, [image: image], are generated. The randomly generated variables [image: image] are compared with the cumulative probability distribution functions values above, respectively, to determine in which interval [image: image] lie in. If [image: image], then, the binary variable [image: image] equals to 1, and the other binary variables [image: image] related to load prediction errors equal to 0; the same applies to [image: image]
[image: image]
The probabilities of the generated scenarios are listed as follows, and the sum of the probabilities of all scenarios equals to 1
[image: image]
Due to a large number of scenarios, it will lead to the burden of computation. It is generally essential to balance the solving tractability and the modeling accuracy. Therefore, the scenario reduction techniques using the fast forward algorithm (Hajiabbas and Mohammadi-Ivatloo, 2020) are listed as follows:
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where [image: image] are the load demand and renewable energy output at time [image: image] under the typical scenario [image: image], respectively. [image: image] is a matrix of [image: image] multiplied by [image: image] , which is the distance between [image: image]
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After obtaining the first selected scenarios through the above steps, the distance between the chosen and nonselected scenarios is calculated, and the set of scenes chosen is updated
[image: image]
Finally, the probabilities of the reduced scenarios are calculated. The probability of a nonselected scenario is added to the probability of a selected scenario that is close to it. The specific calculation is as follows:
[image: image]
3 OPTIMAL P2H PLANNING CONSIDERING FLEXIBILITY REQUIREMENTS IN AN INTEGRATED MULTI-VECTOR ENERGY SYSTEM
In this section, a two-stage stochastic dynamic mixed-integer nonlinear programming model is constructed for optimal P2H planning to minimize the investment and annual operation costs (Bramstoft et al., 2020) of integrated multi-vector energy systems.
3.1 The Objective Function
The optimal P2H planning problem considering the system flexibility requirement can be formulated as the following stochastic model:
[image: image]
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subject to
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The objective function (9) comprises two terms: P2H investment cost [image: image] and operation cost [image: image]. [image: image] includes the costs of purchasing electricity and gas, the renewable energy curtailment cost, and the electricity and gas load shedding cost. It is worth noting that the generation cost of CCGT is not included in the operation cost as it is already calculated in the output costs of the gas sources. Equation 12 sets the maximum capacity investment of each P2H. Equations 14, 15 limit the number of installed P2H devices and the total investment cost. The binary variable [image: image] is a decision variable on whether a prospective P2H device is constructed at node [image: image] or not. [image: image] in Eq. 12 are the number of days in the year, the time-of-use electricity price, the cost of abandoned renewable energy, and the load (Liu et al., 2020), respectively.
3.2 Operation Constraints
3.2.1 Power Distribution Network
The power flow equations of the radial distribution network can be presented by the DistFlow model, which can be seen as follows (Li et al., 2020):
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Eq. 17 above can be modified with high penetration renewable energy connection as follows:
[image: image]
where [image: image] are the active and reactive powers through line [image: image], respectively. Definitions of the several optimization variables [image: image] are in Ref. Heris et al., 2020.
We can depict the boundary constraints in the power distribution network as follows:
[image: image]
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Equation 21 constrains the power balance at node [image: image], considering the curtailment of renewable energy and shedding load. Equations 22, 23 enforce limits on the output of the CCGT generation unit and each renewable energy source. Equation 24 depicts the boundary of the amount of electricity purchased. Equations 25–29 give the lower and upper bounds on the variables [image: image].
3.2.2 Natural Gas Distribution Network
The steady-state flow equation Eq. 20 related to the pressure of gas and the flow rate in the distributed gas network is depicted as follows:
[image: image]
where [image: image] indicate the gas specific gravity, the average flowing temperature of the gas, the pipe length (km), the gas compressibility factor, and the friction factor, respectively. Terms [image: image] are the base temperature and pressure, respectively.
It is important to note that the gas thermal–physical properties change with its composition (Deymi-Dashtebayaz et al., 2019). When green hydrogen produced from renewable energy sources is injected into a natural gas pipeline, the gas thermo-physical properties vary with the hydrogen concentration, which can be described below:
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where [image: image] is the net calorific value of gas mixtures at node [image: image] and [image: image] is the hydrogen concentration by volume injected into the pipeline. In addition, [image: image] are constants. From Eqs 31–33 above, we can also see that [image: image] are each approximately linearly related to the hydrogen concentration [image: image] at gas node i (Dolci, 2019). Equation 34 enforces the upper and lower bounds on the concentration of hydrogen in a natural gas pipeline. No additional investment in gas distribution pipelines and end-use appliances is needed within this concentration range.
In addition to the above constraints, certain boundary constraints need to be considered
[image: image]
[image: image]
[image: image]
[image: image]
[image: image]
Equations 35, 36 enforce limits on the pressure of the gas node and the flow rate in each pipeline. Equations 37, 38 indicate the upper and lower bounds for natural gas source output and shedding gas load.
Pressure drops occur during the transmission of natural gas. Therefore, a compressor is placed in the natural gas pipeline to maintain the nodal pressure at the required level. Equation 39 indicates the gas pressure relationship at nodes i and j. [image: image] is the ratio of the compressor inlet pressure to the outlet pressure.
Considering the effect of hydrogen injection, the energy balance equation for each natural gas distribution network node is formulated as follows:
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where [image: image] are the net calorific values of natural gas and hydrogen, respectively, while [image: image] is their ratio. Equation 40 enforces the nodal gas balance for the gas distribution network. In this equation, the shedding gas load and hydrogen injection are considered. Due to the decrease in the Wobbe index of the gas mixture, it is worth considering the differential properties of the calorific value of natural gas and hydrogen. Equation 42 indicates that the green hydrogen produced by P2H is coupled to the gas source and then blended with natural gas at a specific concentration.
3.2.3 Flexibility Supply and Demand Balance
When renewable energy’s share is relatively low, the volatility and uncertainty have less impact on the energy system. At this stage of the planning process, the flexibility supply and demand balance in the system is usually not considered for the time being. However, with a high proportion of renewable energy, insufficient flexibility supply can lead to a large number of renewable energy curtailments, which prevents the system from operating correctly (Koltsaklis and Dagoumas, 2018). Therefore, the system’s flexibility is quantified in the process of optimizing the size of P2H.
Flexibility in the integrated energy system is characterized by multiple time scales, locations, and directions (Agbonaye et al., 2021). From the prospect of time scale, system flexibility can be categorized into very short-term ramp ([image: image]), short-term ramp ([image: image]), and peak shaving ([image: image]) (Lu et al., 2018). This article focuses on the supply–demand of system flexibility at an hourly scale.
Flexibility resources such as P2H, CCGT, etc., are introduced to supply flexibility. Of these, P2H, CCGT, and system power purchase can provide both upward and downward flexibility, while wind abandonment can only provide downward flexibility, and shedding load can only supply upward flexibility. The detailed formulae are shown below:
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where [image: image] represent the upward ramp rates of P2H, CCGT, and the power purchase, respectively, and [image: image] are the downward ramp rates of P2H, CCGT, and the power purchase, respectively. [image: image] denote the total upward and downward flexibility capacities provided by the various flexibility resources, respectively.
Equations 43, 45, 47, 49 define the upward flexibility capacity, and Eqs 44, 46, 48, 50 explain the downward flexibility capacity. It is also observed that Eqs 51, 52 give the total flexibility supply capacity.
The flexibility demand arises mainly from fluctuations in the net load. Therefore, the proposed hybrid system’s upward and downward flexibility demand can be described by the following equations:
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The system flexibility supply–demand equilibrium equation is as follows:
[image: image]
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Equations 56, 57 emphasize that the system’s ability to supply flexibility is greater than the demand for flexibility.
3.2.4 Modeling of Energy Coupling Devices
A schematic of the coupling relation between electricity–gas-hydrogen energy networks is illustrated in Figure 3. P2H plays a crucial role in coupling multi-energy networks, and CCGT links the gas networks and power grid effectively.
[image: Figure 3]FIGURE 3 | Schematic of the coupling relation between electricity–gas–hydrogen energy networks.
The simplified P2H and CCGT models are given in the following equations:
[image: image]
[image: image]
where [image: image] are the energy conversion efficiencies of CCGT and P2H, respectively.
4 MODEL SIMPLICATIONS
The model constructed above is a mixed-integer nonlinear nonconvex programming model, which is difficult to solve quickly and efficiently. It is therefore essential to simplify the model to reduce the computational burden.
The nonlinear terms [image: image] , [image: image] and terms of form [image: image] are dealt with in Appendix A.
There are quadratic terms in Eq. 30, so Eq. 30 is nonlinear and nonconvex. The results tend to fall into the local optimum, and it is not easy to obtain the global optimum exactly. Here, Eq. 30 can be reformulated as follows:
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Let [image: image], [image: image]. Then, Eq. 62 can be rewritten as follows:
[image: image]
Let [image: image] be the gas flow direction. When [image: image], it means [image: image]. When [image: image], it denotes [image: image]. Therefore, the transmission characteristic constraint and capacity constraint denoted by Eq. 65 can be equivalently expressed as follows:
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Equation 66 can be further relaxed to
[image: image]
For the line [image: image], new variables [image: image] and [image: image] are introduced due to the product of variables [image: image] and [image: image]. Constraint Eq. 68 is further replaced with equations in Singh and Kekatos, 2020. The nonlinear, nonconvex terms are converted into mixed-integer second-order cone constraints with the above transformation
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5 DISTRIBUTED ALGORITHMS BASED ON BENDER’S DECOMPOSITION AND CUT PLANE
Since large-scale mixed-integer programming models are difficult to solve in an efficient and quick manner, this section develops a distributed algorithm based on Bender’s decomposition (Gharaei et al., 2019). The basic idea of the distributed algorithm is to group the constraints and variables of a complex problem into more minor and easily tractable master problems and subproblems, which is shown in Figure 4.
[image: Figure 4]FIGURE 4 | Structure of the distributed algorithm.
The section below details the master problem and the subproblem based on Bender’s decomposition and cut plane. The master problem with respect to the problem Eq. 9 is formulated as follows (Conejo et al., 2006):
[image: image]
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This is subject to constraints Eq. 12–Eq. 15, Eq. A3, and Eq. 74.
The subproblem related to Eq. 9 is depicted below:
[image: image]
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The dual variables[image: image]with respect to equation constraint (79) are given following a colon. The subproblem is subject to constraints Eqs 18, 19, Eqs 21–29, Eqs 31–42, Eqs 43–59, Eqs 67–72, Eq. 76, and Eqs A1, A2.
The detailed interactions between the master problem and the subproblem are presented below.
Step 1. Initialization. Set [image: image].
Step 2. Solve the aforementioned master problem Eq. 76 to obtain the optimal values [image: image] and update lower bound [image: image] .
Step 3. Call the commercial solver Gurobi to solve the subproblem in (78) and update the upper bound [image: image] .
Step 4. If [image: image], the optimal values are obtained and the algorithm terminates. Otherwise, update the iteration counter [image: image], and go to Step 2.It is noted that if [image: image], then the constraint Eq. 75 is not incorporated in the master problem. The flowchart of the distributed optimization algorithm to solve the two-stage stochastic dynamic MISOC program is shown in Figure 5.
[image: Figure 5]FIGURE 5 | Flowchart of the distributed algorithm.
6 CASE STUDY AND DISCUSSION
6.1 Description of Test Systems
In this section, simulations are carried out to verify the effectiveness of the proposed MISOC model and solution algorithm. The configuration of the simulation test systems is presented in Figure 6, which is composed of a modified IEEE 33-bus distributed network and a Belgian 20-node gas network comprising two gas compressors, four gas sources, and 1 CCGT. The wind turbine capacity installed at bus 15 is 3 MW, and the other three 1 MW wind units are located at buses e18, e22, and e26. The installed capacity of the CCGT unit at bus e33 is 1 MW, which obtains its gas supply from node g8. In addition, two gas compressors are employed in the distribution gas network to manage the gas pressures in the gas network. The CCGT unit is the coupling device between the electricity and gas system. It is worth noting that the variables [image: image] of pipelines are considered constants, calculated in terms of a permissible hydrogen concentration of 10 vol%.
[image: Figure 6]FIGURE 6 | Configuration of the hybrid renewable energy system.
The time-of-use electricity price is illustrated in Figure 7. The predicated electrical load, the wind output power, and the gas load of the hybrid renewable energy system are shown in Figure 8. Based on Monte Carlo simulation and scenario reduction techniques, these data were used to generate the 10 operation scenarios for the study. The system net load is depicted in Figure 9. With high penetration renewable energy connection, it can be seen that the peak-valley difference of the demand becomes greater. At the same time, the net load profile varies more steeply. Therefore, it is urgent to enhance the system’s flexibility and promote the consumption of renewable energy.
[image: Figure 7]FIGURE 7 | Time-of-use electricity price.
[image: Figure 8]FIGURE 8 | Predicted values of electrical load, wind output, and the gas load.
[image: Figure 9]FIGURE 9 | Power demand load, wind power, and the net load of the system.
The other parameters used in the simulation are depicted in Table 1, and some of them can be found in Ref. Menon, 2005.
TABLE 1 | Other parameters used in the simulation.
[image: Table 1]6.2 Simulation Results
In order to verify the performance and effectiveness of the two-stage MISOC model and the distributed solution algorithm proposed in this article, two cases are designed for comparative analysis. The simulations are carried out on a laptop with Intel i7-9750H CPU and 16 GB memory.
Case 1. Basic scenario, optimal operation of the hybrid renewable energy system without P2H. The case mainly analyzes the total operation costs without P2H.
Case 2. Comprehensive scenario, coordinated operation, and planning of the hybrid renewable energy system with P2H, the flexibility, and hydrogen injections are also taken into account. The case primarily discusses the total investment and operation costs of the system, and it also focuses on the impact of P2H on the system flexibility.
6.2.1 Planning and Operation Result Analysis
The annual total costs of the two cases are provided in Table 2, including investment costs, purchased electricity costs, purchased gas costs, renewable energy curtailment costs, the electricity load-shedding cost, and the gas load-shedding cost. A comparison of the data in the sixth and seventh columns of Table 2 shows that after the construction of P2H, the renewable output curtailment cost drops from M$ (million dollars) 0.6524 to M$0.027705, and the electricity demand shedding cost decreases from M$0.21681 to M$0. It can also be seen that the annual total cost of case 2 is reduced by M$0.794 compared to case 1 by reducing the renewable energy curtailment costs and the load-shedding costs. Although the capital costs of P2H exist in Case 2, the annual total cost is still lower than that of case 1. In the meantime, we conclude that the abandoned wind power reaches 0.1814 and 0.1981 MW in Case 2, which occurs at wind turbines 1 and 2 at 3 a.m. 4 a.m., respectively. This phenomenon occurs largely because the wind speed is higher, and wind turbines produce more power when the electrical load is lower.
TABLE 2 | Comparison of planning and operation costs.
[image: Table 2]The planning results of P2H in Case 2 are shown in Table 3. It is shown that the installed capacity of P2H at buses 15, 18, and 26 is 469.7, 803, and 189 kW, respectively. The total investment cost of P2H is M$1.8998. The life cycle of P2H is assumed to be 10 years. Therefore, the annual investment cost is M$0.28313, considering the interest rate. It is worth noting that the capacity of the wind generator equipped at bus 15 is 3 MW, which is larger than the other three. Meanwhile, the electricity demand in this area is high, and the wind power output is mainly supplied to the electrical consumers. Thus, the capacity of P2H installed at bus 15 is lower than that of bus 18.
TABLE 3 | Case 2 results.
[image: Table 3]Take scenario 5 as an example. The optimal generator outputs of two cases in the hybrid renewable energy system are shown in Figures 10, 11. In this scenario, the renewable energy penetration level is 40%. As demonstrated from Figures 4, 10, wind generators, the distribution system operator, and the CCGT unit supply the electrical load demand to the end users, and the electrical load shedding mainly occurs at 11 p.m. P2H participates in the operation of the system as a flexible unit in Case 2. As shown in Figure 11, in Case 2, four wind generators, one CCGT unit, and the distributed system operator serve as the source to supply electricity to the consumers and P2H. The higher wind speeds from 1 to 7 a.m. make the wind turbine generators output more power. However, the power demand of end users is low during this time. P2H produces hydrogen using surplus wind power to reduce renewable curtailment. At 8 in the morning, the electrical load demand increases sharply, and the output of the wind turbines decreases, at which point the CCGT unit starts to supply the electrical load. The electrical load peaks at 10 a.m. and 11 a.m. When the CCGT unit output reaches its maximum power, P2H does not consume power. The electricity price is high at this stage, so the electricity purchase is less. With the gradual reduction of power load demand, the output power of the CCGT unit decreases. From 10 to 12 p.m., the electricity load gradually decreases. On the contrary, the wind generators’ output increases. The P2H units consume surplus renewable energy to produce hydrogen during this period, and the CCGT generator does not supply electricity to consumers.
[image: Figure 10]FIGURE 10 | Optimal generator outputs of case 1.
[image: Figure 11]FIGURE 11 | Optimal generator outputs of case 2.
As can be seen from Figure 11, case 2 yields smaller load-shedding and renewable energy curtailment than case 1. P2H plays a vital role in promoting the consumption of renewable energy.
The power output of the CCGT unit, the power purchased from the grid, and the four wind generators of case 2 are shown in Figure 12.
[image: Figure 12]FIGURE 12 | Power output of each unit of case 2.
6.2.2 System Flexibility Analysis
This part investigates the hybrid renewable energy system’s flexible supply and demand balance. The effect and role of P2H in system flexibility supply are evaluated by comparing the results of the two cases.
The total upward/downward flexibility supply and demand of case 1 are comparatively studied in Figures 13, 14. As shown in Figure 13, the blue line represents the total upward flexibility supply, and the orange line indicates the upward flexibility demand. We can also learn from Figure 13 that the demand for upward flexibility is greater at 6, 7, and 8 a.m. and reaches its maximum at 7 a.m. At 7 in the morning, the upward flexibility adequacy is less than 0, which indicates that upward flexibility supply is less than upward flexibility demand. Figure 14 illustrates the total downward flexibility supply and demand of case 1. We can learn from the following figure that there is a greater need for downward flexibility from 8 to 11 p.m. During this period, the supply of downward flexibility has not been able to meet the demand for downward flexibility, and there has been a shortage of downward flexibility.
[image: Figure 13]FIGURE 13 | Total upward flexibility supply–demand of case 1.
[image: Figure 14]FIGURE 14 | Total downward flexibility supply–demand of case 1.
The total upward/downward flexibility supply and demand of case 2 are shown in Figures 15, 16, respectively. It is shown in Figure 15 that there is a greater need for upward flexibility during the period from 6 to 8 a.m. However, after the construction of P2H, the lack of upward flexibility no longer exists with the coordinated optimization of flexibility resources. As can be seen in Figure 15, the same phenomenon is present in downward flexibility. By comparing Figure 13 with Figure 15 and Figure 14 with Figure 16, we can conclude that the system flexibility can be effectively enhanced after the construction of P2H, which helps promote the consumption of renewable energy.
[image: Figure 15]FIGURE 15 | Total upward flexibility supply–demand of case 2.
[image: Figure 16]FIGURE 16 | Total downward flexibility supply–demand of case 2.
7 CONCLUSION
This article proposes a low-carbon-emission hybrid renewable energy system to utilize power, hydrogen, and natural gas in an integrated mode. The P2H element serves as a key multi-energy coupling device connecting the distributed power network and gas and hydrogen networks.
In order to cope with the uncertainty of power load and renewable energy output, multiple operating scenarios are generated based on Monte Carlo simulations and the fast forward algorithm. Then, a two-stage stochastic planning model is constructed to consider the hybrid energy system flexibility and hydrogen injections. The nonlinear, nonconvex terms in the model are simplified, and a MISOC programming model is constructed to reduce the computation burden and further improve the solving efficiency. The results obtained by solving the above MISOC model using the distributed algorithm validate the effect of the construction of P2H.
Simulation results show that P2H can effectively reduce renewable energy curtailment, thus promoting the renewable energy consumption. On one hand, the upward/downward flexibility of the system has been enhanced by coordinating P2H and other flexibility resources. On the other hand, by injecting the hydrogen produced by P2H into the gas-distributed pipeline, the cost of hydrogen is effectively decreased, while reducing the system’s CO2 emissions.
Due to fluctuations in renewable energy output, the operational efficiency of electrolysis equipment is challenging to achieve in practice, and the actual available capacity of the equipment is reduced.
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APPENDIX AMODEL SIMPLIFICATIONS
Term [image: image] in Eq. 20 can be relaxed to the following second-order cone programming constraints (Bobo et al., 2021):
[image: image]
Equations 43–48 are of the form [image: image] , which can be dealt with the big M method
[image: image]
where [image: image] is the binary variable, and [image: image] indicates that [image: image] .
The nonlinear term [image: image] in the objective function (10) is the product of variables [image: image] and [image: image], which can be equivalently replaced with the following constraints (Conejo et al., 2016):
[image: image]
where [image: image] is an auxiliary variable used to substitute for [image: image]. [image: image] and [image: image] are the upper and lower bound values of [image: image], respectively. It can be observed that when the binary variable [image: image] equals to 0, [image: image], and when [image: image], [image: image] .
NOMENCLATURE
Binary Variable
I The P2H device is built or not (1:‘built’, 0:‘not’)
x Gas flow direction, (1:‘the gas flow rate is positive’ and 0: ‘otherwise’)
Sets
[image: image] The initial set of all generated scenarios
[image: image] A set of gas nodes connecting CCGT
[image: image] A set of selected scenarios
[image: image] A set of remaining scenarios after the selected scenarios are removed
[image: image] A set of candidate locations for P2H devices
[image: image] A set of nodes that purchase electricity
[image: image] A set of nodes equipped with renewable energy sources
[image: image] A set of nodes equipped with natural gas supply units
[image: image] A set of feasible solutions to the operation optimization problem
[image: image] A set of electric demand nodes
[image: image] A set of gas demand nodes
[image: image] A set of electric nodes equipped with gas turbines
Continuous variables
[image: image] [image: image] Actual electric demand and renewable energy output at time t
[image: image] [image: image] The predicted output of renewable energy/demand at time t
[image: image] [image: image] The prediction errors about renewable energy output and electric demand at time t
[image: image] [image: image] The net load and the total upward/downward flexibility demand capacity at time t for the scenario s
[image: image] Capacity of candidate P2H(MW)
[image: image] The consumed electricity by P2H
[image: image] The shedding electric load (MW)
[image: image] The shedding gas load (m3)
[image: image] The power purchased from TSO
[image: image] The output of the gas source n
[image: image] The gas load at node [image: image] , at time [image: image], for scenario [image: image]
[image: image] The curtailment of renewable energy
[image: image] The renewable energy output, the CCGT output, and the power purchase at node [image: image]
[image: image] The gas consumed by CCGT
[image: image] Gas flow rate through the pipeline [image: image]
[image: image] The pressure of gas node [image: image] at time t under the scenario [image: image]
[image: image] , [image: image] The output of hydrogen produced by P2H and the hydrogen coupled to the gas source
[image: image] The upward flexibility capacity provided by P2H, CCGT, power purchase, and the shedding load
[image: image] The downward flexibility capacity provided by P2H, CCGT, power purchase, and the renewable curtailment
[image: image] The system upward and downward flexibility adequacy
Parameters
[image: image] The discount rate/life cycle of the device [image: image] at node [image: image]
[image: image] unit investment cost of candidate device [image: image] ($/MWh)
[image: image] The probability of each scenario
[image: image] The total number of all scenes
[image: image] The incident matrix related to the sites of P2H and gas sources
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