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With the economic and social development of China, the scale of the power grid continues to expand. Rapid location and diagnosis of power failures have become significant for China to maintain its stable development of power system. In recent years, the Internet of Things (IoT) based on 5G technology has been applied to power grid more widely. Meanwhile, given the fact that the blockchain is traceable and tamper-resistant, the combination of the blockchain and IoT is considered to locate power failures quickly and assist professional maintenance personnel to deduce the cause of failures, minimizing economic loss. With the foundation of IoT sensor node data, this paper designs a decentralized electronic certificate scheme based on blockchain and Interplanetary File System (IPFS) to collect data of each node of the power system and store it in the blockchain. The model of data sharding, storage and certificate optimizes the utilization of storage space of the blockchain, reducing the time required for system access to nodes. Traceability of data stored on blockchain data is employed to quickly and accurately trace faults of the power system, providing strong technical support for the safe and stable operation of China’s power system.
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1 INTRODUCTION
As development in all walks of life in China accelerates, higher requirements have been placed on the safe operation of electric energy and the reliability of power supply. As a national energy industry, electric energy has always played a vital role in boosting economy and improving people’s life. Therefore, the stable development of electric energy serves as an important guarantee for the economy and people’s livelihood. With the continuous expansion of the scale of the power grid, when a complex one fails, it is often difficult for power dispatchers to identify the location of power system fault and the cause of it in a short time, thus further aggravating the failure. With distributed power generation connected to the distribution network in recent years, the traditional single centralized power generation mode has been gradually developed to a centralized and distributed mode, which makes the fault diagnosis of the distribution network more and more complicated. Therefore, the research on rapid and accurate methods of power system fault location and diagnosis are of great significance to the stable operation of China’s power system.
With the construction of power system advancing, the scale and structure of the power grid are becoming increasingly complex, and the correlation between different regions and different modules is getting far more closely. When a power failure occurs, the location of the faulty element turns out to be an important premise for inferring the cause of it. At this stage, many studies mainly rely on physical properties to work out the fault location, and methods based on high frequency impedance measurement are often used for phase-to-phase faults and ground faults in neutral-grounded systems (Jia et al., 2016; Santos et al., 2016). The fault location methods based on single-ended impedance and double-ended impedance have the characteristics of simple principle and low cost, but they are also easily affected by line impedance and the feeding power of distributed power in the system (Jia et al., 2013a; Jia et al., 2013b). In recent years, optimization algorithms have been gradually applied to fault location and diagnosis. The particle swarm optimization method can obtain the optimal solution through global solution for the fault of the distribution network with distributed generators (Peng-Fei and Xing, 2018); the heuristic algorithm can solve the fault of the distribution network with distributed generators, but the time required for the solution is difficult to grasp (Manassero et al., 2016). The fault location method of distribution network with distributed generators based on ant colony algorithm can improve the speed and accuracy of fault location by dividing the large-scale power grid into multiple independent areas. All of these optimization algorithms can locate faults in distribution network with distributed generators, but they all have the problem of large computational load and are easy to fall into local optimum. With the development of artificial intelligence, some scholars determine the location of single-line fault and three-phase fault by adopting neutral network (Rezaei and Haghifam, 2008). The fault location method based on radial basis function neural network can determine the exact type and location of the fault, but it requires a large amount of data, and the robustness of the training model is poor for the circuit parameters often change (Zayandehroodi et al., 2011).
The development of 5G technology provides a foundation for the application of IoT technology in the construction of power grids (Khalid, 2020). Widely applied in the fields of smart home (Wagner et al., 2016), smart transportation (Leal et al., 2014), smart agriculture (Singh et al., 2021) and smart grid, the IoT technology in the power grid also enables different modules in the power grid to realize information interaction and control functions (Poldrack and Poline, 2015). Blockchain technology appeared in 2008, and then it has been widely used in many fields due to its decentralization, security and reliability (Wang et al., 2019). At the same time, in order to make the blockchain technology widely promoted in more fields, some studies have explored the operation mechanism of smart contracts of blockchain, and designed a smart contract framework based on a new six-layer architecture (Ortu et al., 2019). After comparing multiple blockchain software systems and the corresponding systems developed in the traditional Java language, some studies find that the blockchain system is mainly composed of distributed computing, P2P network and encryption algorithms, and often faces fields related to certain security issues in data storage (Kan et al., 2018). In order to improve the transaction efficiency of blockchain throughput, some researchers innovatively propose a component-based blockchain framework to create a multi-link network for communication between blockchains, thereby greatly improving the blockchain throughput performance (Silvestre et al., 2020). With the development and maturity of blockchain technology, many scholars gradually apply it to power grids (Jc et al., 2021; Xie et al., 2021; Reijsbergen et al., 2022; Tan et al., 2022). Among them, grid transaction is one of the main areas with blockchain technology applied. The use of digital currency in energy transactions can improve the reliability and security of energy transactions as well as promote the reliability of power system mobilization (Liu et al., 2019; Du et al., 2021; Yang and Wang, 2021). Some scholars have also explored the security and stability of the blockchain system, laying the foundation for further development and utilization of the blockchain system (Picone et al., 2021; Sun et al., 2022). In addition, some scholars have discussed and studied the impact brought by emerging technologies on the energy industry, arguing that technology can bring great changes to it, and promote the rapid development of the energy industry (Sun et al., 2021; Ali et al., 2022; Gulzara et al., 2022).
In summary, the determination of existing power system faults mainly relies on the laws of classical physics. Though some scholars have started to introduce artificial intelligence into the solution of fault location in recent years, these methods are to a certain extent characterized by low accuracy and long time required, which are not conducive to the rapid determination of fault location. At this stage, the exploration of the combination of blockchain and electric power industry mostly focuses on electricity trading or electricity data storage. Data security and transaction reliability are enhanced with the application of tamper-resistant blockchain (Hakiri and Dezfouli, 2021; Sonthi et al., 2021). This paper uses blockchain technology to solve the problem of determination of fault location of power systems and designs the model of data sharding, storage and certificate to enhance the utilization of storage space of blockchain, thus reducing the time required for system access to nodes. Therefore, quick location and confirmation of fault location of power system can be achieved by taking advantage of traceability of blockchain.
2 5G-BASED IOT POWER MONITORING SYSTEM
2.1 System requirements and overall architecture design
The 5G-based IoT power monitoring system needs to fulfill the following four requirements: operation status monitoring, data transmission and preprocessing, video monitoring and overall control. In order to better realize the monitoring of the power system, the system in this paper has the following objectives:
1) The structure of the power grid monitoring and control system. Multiple indicators of the power grid are monitored and sensing equipment is controlled by means of the combination of local client and cloud storage. At the same time, the monitoring data generated by the sensing equipment is stored in the IPFS network and the blockchain network after a series of processing, and the local computer room realizes data backup and interactive access.
2) Regular monitoring. In order to routinely monitor the power system, it is necessary to set the system to be able to collect data at regular intervals.
3) Device control. In the daily operation of the system, each sensing device usually needs to work normally. But in case of special circumstances, it is necessary to issue instructions to the sensor acquisition device so that its working state can be changed.
4) Data upload. Data serves as an important basis for early warning and positioning. Therefore, the system needs to be able to use the 5G network to upload various data collected by sensors in time to facilitate rapid diagnosis and analysis when faults occur.
Given the above, the framework of the 5G-based IoT power monitoring system in this paper is shown in Figure 1, in which various sensors are arranged at each device end of the power delivery network to form a sensor module; the sensor module regularly collects power grid data according to the system settings, and uploads it to the cloud through the 5G network; then the data backed up by the cloud is sent to the central control room for confirmation and processing; finally it achieves system management and interaction on the local server. When the data is processed in the cloud, it is partially stored in the cloud IPFS network system, and the data summary and information are stored in the blockchain network, which is convenient for quick traceability of subsequent power failures.
[image: Figure 1]FIGURE 1 | Framework of the 5G-based IoT power monitoring system.
2.2 Key technology of the system

1) Data collection. The system needs to collect various indicator data of the power system operation, such as temperature, humidity, voltage, current, resistance, wind speed and other parameters that can affect the stable operation of the power delivery system.
2) Network transmission. In order to minimize the data delay and improve reliability and real-time capability of data transmission, the data is uploaded to the system via 5G, and the corresponding instructions of the system are also sent to each sensor node via the 5G network. 5G network can minimize the limitations of terrain factors and reduce the impact of network speed during data collection and transmission.
3) Data encryption and tracing. In order to ensure the authenticity and reliability of the data used for power network fault diagnosis, the system uses blockchain and IFPS technology to encrypt and store the data, and implement multiple verifications to improve the reliability of the system data.
3 DECENTRALIZED FAULT TRACING AND LOCATION METHOD BASED ON BLOCKCHAIN AND IPFS
3.1 Key technology of blockchain and system architecture design
Linux Foundation launched the open source project Hyperledger in 2015 to promote the application of blockchain in digital transactions (Singh and Kumar, 2021). Its sub-project Fabric is developed and built by IBM, which is more suitable for the construction of consortium chains and can quickly build a blockchain network serving commodity tracing, supply chain and financial transactions (Baliga et al., 2018). The fault location and traceability system in this paper is divided into five parts, including user layer, application layer, data layer, blockchain layer and data storage layer. The system architecture is shown in Figure 2:
[image: Figure 2]FIGURE 2 | Architecture of decentralized fault traceability and location system based on blockchain and IPFS.
The system users include certificate nodes composed of various sensors in the power grid system, power grid operation companies, and system administrators. System administrators can monitor the system and manage each storage node. These different users and nodes jointly build the certificate alliance. The application layer is used to realize data certificate and system management, involving system module and certificate platform. The system module includes four modules, namely certificate management, account management, monitoring module and system management. The certificate management module includes multiple modules such as upload, download and verification. Power grid operation companies and system administrators can manage the system through the above modules, so as to realize a variety of certificate operation functions. Each module of the certificate platform is connected to the system module upwards with the unified API interface, and downwardly connected with the underlying data, blockchain network and IPFS nodes and managed in a unified manner. The data layer stores user and administrator account, passwords and system data. The blockchain layer nodes include a certain number of blockchain nodes and corresponding smart contracts, which run on the docker cluster. The data storage layer consists of multiple IPFS nodes, and the system as a whole uses IPFS to test the network.
File storage layer is responsible for monitoring the operation and status and the blockchain system. Blockchain layer is responsible for data collection and storage in the operation of power system. Data layer is responsible for the storage of all kinds of data certificate on the blockchain. Application layer is responsible for download, verification and analysis of data on the blockchain. User layer grants corresponding permissions to system users with different identities to realize user interaction.
3.2 Interplanetary file system
Juan Benet launched InterPlanetary File System (IPFS) in May 2014. IPFS has the characteristics of content addressability, versioning, and peer-to-peer hypermedia. Its long-term development goal is to supplement or even replace the Hypertext Media Transfer Protocol (HTTP) to build a faster, safer and freer Internet era (Xu et al., 2018). The point-to-point network topology created by IPFS breaks the distribution relationship represented by HTTP, and uses files to generate unique hash identifiers for content addressing, which reduces space occupation costs. IPFS contains eight sub-protocol stacks, including identity layer, network layer, routing layer, switching layer, object layer, file layer, naming layer, and application layer. Each protocol stack performs its own functions and cooperates with each other (Muralidharan and Ko, 2019).
3.3 The heuristic scheme of data sharding and storage with allocation
The storage and certificate on blockchain, and fault traceability and positioning system need to realize the functions of data storage, verification, download recovery, and data tracing and positioning. Data storage needs to encrypt and store the data content collected and transmitted by each IoT node in IPFS, and store the data summary and ancillary information in the blockchain. Certificate verification needs to compare and verify the data content stored in IPFS and the digital digest stored on the blockchain. The historical tracing of certificate includes related records of data modification and query, as well as retrospective search of past versions. Data recovery means that data information can be recovered to a certain extent after an abnormality occurs in the certificate verification, including the recovery of blockchain information and electronic data in IPFS. Data tracing and positioning can realize functions such as retrospective search of data, analysis of data content and upload of node information when a power system failure occurs. Hash function, also known as hash algorithm, can compress messages or data into digests, make the amount of data smaller, and fix the format of the data. In this paper, a relatively safe and reliable encryption algorithm SHA256 algorithm is used as the encryption algorithm of the system. The multiHash value is a self-describing hash, which combines the hash algorithm and the hash length in the form of a hash and uses base64 for encoding, thus having higher security than the hash function. In this paper the multiHash value is adopted as the encryption algorithm of digital digest.
Limited by factors such as the block size of the blockchain and system throughput, files are generally not stored on the blockchain. Therefore, in this fault traceability and location system, a Hash algorithm is used to extract the digital digest of the data stored in the certificate, and then the public key is used to asymmetrically encrypt it, and the encrypted result is stored in the blockchain; decentralized storage of data content is achieved through IPFS. When it is necessary to call the certificate data, it first takes out the ciphertext stored in the blockchain, decrypt it to obtain a digital digest. Then it obtains the content of the certificate data from IPFS according to the digital digest, perform Hash calculation on the certificate data again, and compare the calculation result with the digital digest stored in the blockchain. The obtained digital digest can help determine the uploading node of the certificate data, so as to locate the faulty node when the power system fails. The information stored in the certificate data can help professionals to infer the cause of the power failure to a certain extent. The certificate storage and fault traceability and location system need to be applied in four scenarios, including certificate and storage of electronic data, download of certificate data, verification of certificate data, and tracing of certificate nodes.
3.3.1 Electronic data certificate and data storage
The function of electronic data certificate and data storage needs to, when users upload the data and data information to be certificated, extract the data summary and perform operations such as encryption and transcoding, and then store the data summary and data information in the blockchain network, and upload the certificate data to the IPFS node for storage. The specific process of this function is shown in Figure 3. After logging in to the system, the user can obtain the corresponding public key and private key, and then upload the electronic data and data information to be certificated. The system calculates the digital digest and uses it to construct the multiHash value, and stores the data in the IPFS network to realize the storage of the certificate data. In the certificate stage, the digital summary needs to be transcoded, and the transcoded digital digest and data information are stored in the blockchain. If the user chooses encrypted storage, the user needs to use the public key to store the digital digest. The encrypted storage method can protect the user’s data privacy to a large extent, while the user can also choose non-encrypted storage according to their needs. Finally, the transcoded digital digest sequence is returned to the user who can use this sequence to download and search the stored data.
[image: Figure 3]FIGURE 3 | Flow chart of decentralized storage scheme for electronic data.
SHA256 algorithm serves as an important decision of the main cryptographic function on the blockchain, and plays a vital role in the construction of the blockchain (Wolrich et al., 2014). For block headers and transaction data, the integrity of the data is ensured through the SHA256 algorithm.
This paper utilizes the irreversibility of SHA256 algorithm, and the digital digest calculated by it is used to verify the authenticity and integrity of the certificated data. In order to ensure that the entire blockchain can quickly recover data after any node fails, this paper uses the characteristics of blockchain distributed ledgers to upload digital digest to the blockchain network for storage. At the same time, such an operation can also realize that when a small number of nodes in the system encounter an attack and data tampering occurs, the entire blockchain network will form an objection to the tampered data, thereby ensuring that the certificate data will not be tampered with. For the location of the node where an abnormal attack occurs, the Merkle Tree in the blockchain transaction data can be used to quickly locate it; when the power grid fails, the Merkle Tree can also be used to quickly trace the location of the faulty node. Each transaction in the blockchain is digitally signed with the user’s private key, which strongly binds the user’s identity, transaction and digital digest, thereby ensuring the authenticity of the identity of the user and the uniqueness of each data node in the power grid system. The time stamp is used to record the time of the certificate in the block, which can ensure the authenticity of the certificate. The power grid data files stored in IPFS network can avoid the risks of easy loss, easy copying, and easy tampering brought about by the centralized storage method. Therefore, blockchain technology and IPFS technology effectively ensure the authenticity, integrity and traceability of certificate information, digital digest and certificate data.
3.3.2 The model of data sharding, storage and certificate
In the blockchain system, as the number of transactions grows, the storage cost of individual nodes increases. Therefore, insufficient scalability that occurs during the use of the blockchain system needs a solution in a timely manner. In this paper, optimal block allocation is proposed based on the consensus unit so as to improve the scalability of blockchain.
A cluster of nodes organized by several nodes is called a consensus unit in the blockchain system. Traditionally, each node needs to perform blockchain data maintenance independently when storing data. But in a consensus unit, all nodes participate in the maintenance of data together, and all the blockchain data is distributed to the nodes in the unit for storage, thus significantly reducing the storage pressure on a single node. In this paper, all nodes in the consensus unit store the header information of all blocks. The purpose is to ensure that nodes can verify whether the acquired blocks are legal and valid. Figure 4 illustrates a small-scale consensus unit. The nodes mentioned in this chapter generally refer to the nodes where the consensus unit exists.
[image: Figure 4]FIGURE 4 | The model of storage of the consensus unit.
In this paper, the goal of data sharding and storage is to minimize the communication cost generated by each node in the consensus unit for querying blocks that have not been stored. A total of [image: image] blocks are allocated to a consensus unit with [image: image] nodes. [image: image] represents the [image: image] th block on the blockchain, where [image: image], and [image: image] represents the size of the data in the [image: image] th block. In a consensus unit, [image: image] is used to represent the [image: image] th node, where [image: image], and [image: image] represents the size of the storage capacity that the [image: image] th node has. At this point if a copy of the complete blockchain is to be stored in a consensus unit, it must satisfy:
[image: image]
In Figure 4, for example, there are four nodes in this consensus unit. Blocks [image: image], [image: image] and [image: image] are stored in Node [image: image], which needs to access [image: image] and [image: image]. Therefore, when node [image: image] queries data in [image: image], it needs to obtain data stored in [image: image] from node [image: image] or [image: image]. In this case, communication cost will be generated. In this paper, the communication cost required by node [image: image] to transmit unit data to node [image: image] is denoted as [image: image]. The probability distribution of node [image: image] accessing each block is [image: image]. [image: image] represents the probability of node [image: image] accessing block [image: image]. In practical application scenarios, nodes often only query data in some blocks frequently and rarely access data in other blocks. Therefore, it is believed that nodes only access a part of the blocks, and the probability of nodes accessing other blocks is 0. Consequently, the ratio between the number of blocks accessed by node [image: image] and the overall number of blocks is denoted as [image: image].
In this paper, the matrix [image: image] is used to represent the allocation result. [image: image] represents the elements in the [image: image] th row and [image: image] th column of matrix [image: image]. There are only two values in this case. [image: image] indicates that block [image: image] is allocated to node [image: image], otherwise [image: image].
At this time, the minimum communication cost required by node [image: image] to query data on block [image: image] is [image: image] after the allocation. The overall query cost in the consensus unit is:
[image: image]
The symbolic parameters used in this section and to be used later are summarized in Table 1.
TABLE 1 | Parameters.
[image: Table 1]To ensure that the consensus unit can have all the blocks on the blockchain after allocation, this paper divides the allocation into two steps. Step 1: Prepare a complete set of data containing all the data on the blockchain for allocation and storage in the nodes. The consensus unit can have a complete set of data information on the blockchain after allocation. Step 2: Allocate the remaining storage space in the consensus unit again until all nodes in the consensus unit have no remaining space to store any of the blocks so as to further reduce the communication cost.
Allocation of the first step can be denoted as the following:
[image: image]
[image: image]
[image: image]
In this paper, the problem of allocation is transformed into a solution of perfect matching for bipartite graph. The specific steps are as follows:
1) Since the problem involved in this paper does not apply to the constraints of integers, [image: image] can be taken as a fraction between 0 and 1. At this time, the slack problem corresponding to the integer programming formed by the objective function and constraints is a linear programming problem. The fractional solution [image: image] is yielded by solving the problem.
2) Combine the fractional solution [image: image] to construct the bipartite graph [image: image]. It can be concluded that there is a total of [image: image] blocks assigned to node [image: image] from the solution of the slack problem, so it is possible to divide node [image: image] into [image: image] constituent units. Such a representation is a division of a single node into multiple slots, which can express the same meaning of allocation. The left points of the figure represent the set of blocks [image: image], and the right points of the figure represent the set of slots [image: image] where the size of each slot is 1. The fractional solution [image: image] obtained in the previous step is mapped to each side of the bipartite graph [image: image]. Figure 5 is an example of the mapping of the fractional solution.
[image: Figure 5]FIGURE 5 | Mapping of the fractional solution in the bipartite graph.
In the figure, [image: image] represents the mapping solution [image: image] of the left block [image: image] connecting slot [image: image] on the right. Therefore, [image: image] needs to be transformed. The first node is taken as an example to illustrate the transformation relation:
If [image: image], and [image: image], the loose solution of the side [image: image] can be set as [image: image] (the range of [image: image] is [image: image]); If [image: image], and [image: image], the loose solution of the side [image: image] can be set as [image: image], and the solution of the side [image: image] is set as [image: image]. 
3) To obtain the solution of the perfect matching of the bipartite graph, the fractional solution of the side in the bipartite graph is converted into integer solutions of 0 and 1. The sides with the loose solution in the interval (0,1) are unsaturated sides, and the sides with the loose solution of 0 and 1 are saturated sides. After all the unsaturated sides are converted to saturated sides without the increase of the target value, each left vertex representing the block set is mapped to the right vertex representing the node set through a unique saturated side. It forms an injective mapping, which proves to be a perfect matching of the left in this case. There are two other scenarios that need to be considered:
When the unsaturated side cycle exists, the unsaturated sides are alternately numbered 0 and 1, The fractional solution of the unsaturated sides numbered 1 is increased by a numerically minimal constant [image: image], and the fractional solution of the unsaturated sides numbered 0 is decreased by the same value. As long as this constant is small enough, it will not conflict with constraints. Since the objective function is a linear function, the adjacent sides are iterated successively in the direction that the objective value does not increase until the fractional solution of a side numbered 1 is equal to 1 or the fractional solution of a side numbered 0 is equal to 0.
When there is no cycle of unsaturated sides, the longest path whose starting or ending point is a vertex is chosen, and the sides on this path are alternately numbered 0 and 1. The fractional solution of the unsaturated sides numbered 1 is increased by the numerically minimal constant [image: image] successively along the direction of the path, and the fractional solution of the unsaturated sides numbered 0 is decreased by the same value successively until the fractional solution of a side numbered 1 is equal to 1 or a fractional solution of a side numbered 0 is equal to 0.
For the redistribution of some blocks in the second step, this paper adopts greedy algorithm to solve the problem based on the results of the first step. Firstly, the greedy criterion is formulated for the allocation, and its weight function is as follows:
[image: image]
In the above equation, when the corresponding node of the block has been determined and the remaining storage space of the node is not enough for a block, the weight value needs to be set to infinity. In other cases, the weight value is equal to the communication cost generated by the node in the unit to query the block [image: image] after the block [image: image] is allocated to the node [image: image]. Based on the existing allocation, the remaining storage space of the consensus unit is calculated. Then the communication cost [image: image] generated by the node querying the block [image: image] after the first allocation step is calculated. The difference [image: image] is defined as follows:
[image: image]
[image: image] represents the communication cost difference between allocated and pre-allocated nodes querying block [image: image]. The larger the value is, the more cost can be saved by allocating block [image: image] to node [image: image]. After the weight value is calculated from Eq. 6, the corresponding subscript [image: image] with the smallest weight value and [image: image] with the largest cost difference [image: image] are taken out to complete the task of allocating block [image: image] to node [image: image]. At this time, [image: image]. Then the remaining space, various weights and cost differences are calculated continually, and the second step is repeated until the nodes in the consensus unit do not have enough remaining storage space for any blocks. This concludes the description of the data storage module.
3.4 The model of power fault tracing and location
3.4.1 Download of data certificate
Fundamentally, the judgement of power system faults starts with power data, and then monitor whether there are abnormal values in the system, so as to screen them. Download of data certificate mainly realizes the download of the sequence of electronic data and data information that has been certificated, and its flow chart is shown in Figure 6. The user can input in the blockchain network or directly use the smart contract to query the storage sequence, which can realize the function of querying the storage information of the corresponding storage data in the blockchain network. Since the data certificate is stored in the IPFS network, downloading it requires first obtaining its digital digest. The parsing of the digital digest requires Base58 transcoding the data sequence first. If the data is encrypted, it needs to be decrypted with the user’s private key to obtain the digital digest of the data, and then use the digital digest to construct the corresponding multiHash value. After the value is set, the corresponding certificate data can be downloaded in the IPFS network. When the certificate sequence cannot be queried in the blockchain network for its corresponding data information or the corresponding data cannot be downloaded in the IPFS network, it indicates that the sequence is invalid, that is, the corresponding data certificate and information cannot be found. When an emergency failure occurs in the power grid, after the faulty node is confirmed, the data certificate of the corresponding node can be downloaded, and the professional staff can assist in judging the cause of the power grid failure and take measures.
[image: Figure 6]FIGURE 6 | Flow chart of downloading scheme for storage and certificate of electronic data in power monitoring system.
3.4.2 Verification of electronic data certificate
When the power grid fails, it needs to judge the cause of the accident according to the existing data in a short time and take measures quickly. Verification of electronic data certificate can provide the information and attribution of the data after uploading the electronic data, and prove the authenticity and integrity of it. The process of verification of electronic data certificate is shown in Figure 7. After entering the system, the user uploads the electronic data that needs to be verified to the system. It first calculates the digital digest of the data, then constructs multiHash, and downloads the electronic data in the IPFS network. It also requires querying the certificate information in the blockchain network in combination with the situation of data encryption and certificate. If the electronic data can be downloaded in the IPFS network, and the corresponding certificate information exists in the blockchain, it means that the verification is passed, and the certificate information of the data is returned at this time; if the electronic data cannot be downloaded in the IPFS network, and the certificate information of the electronic data cannot be queried in the blockchain network, it means that the uploaded data has not been stored or has been tampered with, and the certificate information cannot be returned.
[image: Figure 7]FIGURE 7 | Flow chart of verification scheme for electronic data certificate.
3.4.3 Fault tracing of power system
After the system completes the download and verification of data certificate, it can judge the operation of the power system. First of all, in the normal and stable operation of the power system, each node on the blockchain constitutes a node set [image: image], and all indicators of power monitored by each sensor node of the power grid are in normal state. At this time, the set of indicators of power system of a sensor node is [image: image], where [image: image] refers to the value of a sensor floating up and down under normal conditions. The indicators of power system collected by a sensor node constitute the real-time collection of indicators of power system [image: image]. Through the comparison of [image: image] and [image: image], quick and accurate judgement about the operation state of the power grid can be made. If the system is abnormal, traceability of blockchain data is adopted to quickly and accurately locate faults, so as to ensure stable and reliable operation of the power system.
Compared with the judgement and analysis of fault location of long-distance power transmission system by physical method at present, this method can locate the fault and analyze the cause of it more quickly and accurately. It helps the operation department of the power system to make a quick decision, so as to reduce the loss caused by power failure.
4 SYSTEM EFFECT TEST
This paper first runs the IoT power monitoring system based on 5G sensors, and tests its data transmission rate and accuracy. The data collection interval is set to 10 min, and the transmission work is carried out precisely after the collection is completed. After 4 h of testing, the following test results are obtained:
It can be seen from the test results that the successful processing time of each reservation is within 2s, which can fully meet the transmission and storage of monitoring data of the power system. At the same time, the accuracy of data transmission in the experiment reaches 99.9%, which can greatly ensure authenticity and reliability of the data in the blockchain. However, due to the factors such as the backward areas of 5G signal development represented by the wild and mountainous areas, the success rate of data transmission reservation is 99.3%. But, after the second request, the success rate of data transmission reservation can reach more than 99.9%, which can ensure that the monitoring data of power grid operation is uploaded to the cloud in a timely and effective manner. The relevant test results are shown in Table 2.
TABLE 2 | Indicator test of IoT monitoring data transmission performance.
[image: Table 2]To facilitate the testing of the system, the IPFS node is deployed in the cloud server with the configuration shown in Table 3.
TABLE 3 | The system test environment.
[image: Table 3]In Hyperledger Fabric system, the resource usage of node components is one of the main factors that determine the system performance when the world state is updated. The test results of some nodes are shown in Table 4.
TABLE 4 | Resource usage with updated world state.
[image: Table 4]The test results show that the memory usage of node components is about 200MB, the CPU usage is about 60%, and the disk writes is about 50 MB when the world state is updated. The query performance of the system plays a vital role in the quick fault location for the system. This paper also carries out corresponding tests on the query performance of the system, and the test results are shown in Table 5.
TABLE 5 | Resource usage of performing query.
[image: Table 5]It can be seen from the test results that average memory usage, average CPU usage and disk writes of the node components in the query state are mostly consistent with the results of updated world state.
The decentralized electronic certificate system based on blockchain and IPFS developed in this paper has undergone account system, certificate management function, certificate alliance function, blockchain data query, consensus mechanism, node management, throughput, security, reliability and maintainability testing. The test results of more than 30 test points in 10 major items are in line with the expected results, and all functions can operate normally. Data sharing is one of the characteristics and advantages of the blockchain system. The sharing performance of the designed system has been tested. The network nodes in the alliance chain can automatically synchronize transaction data, which is significant for the stability and reliability of the power delivery system. The sharing efficiency and transmission performance of the system are the key factors to maintain the reliable operation of the system. Therefore, corresponding tests are conducted and the results are as follows:
The designed system consortium chain nodes can perform block consensus more than 120 times within an hour, process nearly 500 messages concurrently, and provide feedback at a high speed. It can be seen from the actual test results in Figures 8, 9 that the system can meet the actual needs of data storage, state monitoring and fault traceability of power networks.
[image: Figure 8]FIGURE 8 | Mining speed test of nodes.
[image: Figure 9]FIGURE 9 | Transmission speed test.
5 CONCLUSION
This paper analyzes the application status of IoT and blockchain technology in the power supply system. Given the characteristics of blockchain technology, it puts forward the requirements of electronic certificate and traceability applied in power grid fault location and diagnosis, demonstrating the significance of decentralized power fault traceability system. Combined with IoT, a multi-sensor monitoring system for power system with the application of IoT is proposed. A decentralized power system fault traceability and location scheme based on blockchain and IPFS distributed storage is put forward. In this scheme, the model of data sharding, storage and certificate is designed to improve the storage efficiency of the blockchain system and optimize the system operation process, reducing the time required for storage and certificate. Finally, the system performance is tested, and it is found that the system can basically meet the actual use requirements, and can realize the rapid traceability and location of power system faults.
In the future, further research work on improving the data access performance between different data nodes in the system will be carried out, so that the data generated by the sensors in the power system can be uploaded to the system faster. (Zhang et al., 2020; Bulatov et al., 2021; Gupta et al., 2021); (Moudoud et al., 2022).
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