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Regional energy internet (REI) contains massive market agents, whose interests and objectives vary from each other. In consequence, it is challenging to stimulate the energy conservation and emissions reduction participation of each agent by the conventional schedule optimization method. This paper proposes a multi-agent schedule optimization method for REI considering the improved tiered reward and punishment carbon trading model. Firstly, the energy flow constraints and device constraints of REI are established. Secondly, to tighten restrictions on carbon emissions, the relative carbon emission is used as the criterion to establish the improved tied reward and punishment carbon trading model. Next, to analyze the real multi-agent game situation in the market, different agents are classified, and the objective functions are defined based on their revenue. Finally, a two-layer algorithm is used to solve the above multi-agent model. Simulation results verify that the proposed method can effectively reduce carbon emissions and significantly enhance the revenue of the region.
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1 INTRODUCTION
Low-carbon and environmentally friendly energy production is the foundation of sustainable development in the world. Therefore, reducing the carbon emissions of energy systems gradually become a key research work. At present, with the gradual integration of energy systems, the research in this area mainly focuses on the following two aspects. The first is establishing a detailed carbon trading system to limit carbon emissions (Zhang et al., 2020), and the second is establishing an energy internet optimization system to improve energy efficiency (Yu et al., 2016).
Many scholars have made outstanding contributions to the energy internet carbon trading model. Huang et al. (2021) summarized the research status and application prospect of low carbonization technology, and respectively refined the carbon emissions reduction removal technologies of energy supply side and consumption measurement. Li et al. (2021) established a multi-layer key index system of source-net-network-load, and set a carbon index membership function suitable for central cities on the premise that the subjective and objective weight deviations were the smallest sum of squares. Yuan et al. (2022) introduced carbon capture power plants, which improved peak regulation capabilities and system economic benefits for cogeneration units, while the carbon emissions were reduced. Cui et al. (2021) introduced a comprehensive and flexible operation mode of carbon capture power plants on the source site, which was considered on the load side demand response. This mode explored the dispatching advantages of the complementary low-carbon characteristics of the two means, achieving a high degree of wind power consumption. Li and Niu (2021) summarized the current technical characteristics of the power system and believed that the expansion of renewable energy, the early withdrawal of coal power, the application of carbon capture technology, and the guarantee of transformation investment need to be handled in the future energy transition. Cui et al. (2022) proposed a multi-time scale source-load dispatch method of power system with wind power considering low-carbon characteristics of carbon capture power plant, which was able to take advantage of the dispatch of source-load adjustable resources to achieve low power systems the goal of carbon economy schedule. However, the above literature did not put strong restrictions on ultra-high carbon emissions enterprises, which was not conducive to significant control of carbon emissions.
Optimizing energy internet operation and reducing energy consumption is one of the current research priorities. Zhang et al. (2016) fully considered the characteristics of renewable energy and the characteristics of user demand response. He proposed a renewable energy day dispatch method to improve the revenue of the energy system. Based on the current energy internet operation model, Zhang et al. (2015) proposed a new energy Internet optimization model that considered electricity, heat, and gas. Because of the distribution characteristics of the energy internet, Xiao et al. (2022) proposed a side-cloud collaborative architecture. Under this architecture, the system optimization scheduling was realized by using multi-server layering, and the rapid scheduling of the energy internet was realized. Bahrami et al. (2015) and Zhang et al. (2019) extended the demand response of the traditional power system to the heat and gas system and proposed an optimal dispatching method that considered multi-dimensional demand response. Mohammadian et al. (2021) proposed a data-driven classifier for extreme outage prediction based on Bayes decision theory, which can guarantee the optimization effect and significantly improve the optimization rate of the energy system. Kamruzzaman et al. (2021) used deep reinforcement learning to improve the elasticity of the power system and then laid the foundations for improved energy efficiency and a low-carbon economy. In the microgrid scenario, Zeng et al. (2019) proposed a grid optimization and energy management method based on a deep neural network. Mohsenian-Rad et al. (2010) proposed an autonomous demand-side management based on game-theoretic energy consumption scheduling, which provided direction for the low-carbon transformation of smart grids in the future. Peng et al. (2021), Wang et al. (2020), and Chen et al. (2019) used the edge computing method to realize the hierarchical optimization of energy internet. However, the above literature did not consider the game relationship between different agents of energy internet adequately. It is difficult to mobilize the enthusiasm of the energy internet to participate in energy conservation and emissions reduction only by general overall optimization.
To reduce REI’s carbon emissions and enhance the different agents’ revenue, this paper proposes a multi-agent schedule optimization method for REI considering the improved tiered reward and punishment carbon trading model.
Compared with other works, the main contributions of the paper are summarized as follows.
1) This paper establishes a tiered reward and punishment carbon trading model for REI, which includes reward zone, ladder punishment zone, and index punishment zone. The model can reward enterprises that actively participate in reducing carbon emissions, and gradually raises the price of carbon to limit those enterprises that exceed carbon emissions standards.
2) This paper establishes a multi-agent schedule optimization method considering carbon trading for REI, which considers the interest demands of different agents in REI. This method divides all kinds of agents into supply agents, service agents and user agents. Then it sets up the objective function according to its actual revenue, which can stimulate the vitality of agents to participate in emissions reduction and market competition.
The rest of this paper is organized as follows. Section 2 establishes the REI mathematical model. The proposed tied reward and punishment carbon trading model is detailed in Section 3, and the proposed multi-agent schedule optimization method considering carbon trading is detailed in Section 4. In Section 5, this paper uses two sets of contrasting scenes to support the advantages of the proposed model and method. Finally, some conclusions are given in Section 6.
2 REGIONAL ENERGY INTERNET MODEL AND MAIN WORK OF THIS PAPER
2.1 Regional Energy Internet Model
The REI model is shown in Figure 1.
[image: Figure 1]FIGURE 1 | Regional energy internet.
There are three external energy suppliers, namely electric supply company, heat supply company and gas supply company. In the REI, there are supply agents, service agents and user agents. Supply agents have gas generators, thermal boilers and gas holders to supply this region. Service agents have wind turbine generators, photovoltaic generators, power to gas generators, combined heat and power generators and gas boilers. Service agents can use these devices to optimize regional operations. User agents have three kinds of load, there are electric load, heat load and gas load. In this model, service agents are responsible for optimizing area operation.
2.1.1 Energy Flow Constraints

1) Electric flow constraints can be expressed as follows.
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Where [image: image] is the electric power of load after demand response at the time [image: image], [image: image] is electric power purchased from the electric supply company at the time [image: image], [image: image] is electric power purchased from supply agents at the time [image: image], [image: image] is electric power offered by service agents at the time [image: image], [image: image] is electric power offered by wind turbine generators at the time [image: image], [image: image] is electric power offered by photovoltaic generators at the time [image: image], [image: image] is electric power offered by combined heat and power generators at the time [image: image], [image: image] is electric power consumed by power to gas generators at the time [image: image].
2) Heat flow constraints can be expressed as follows.
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Where [image: image] is the heat power of load after demand response at the time [image: image], [image: image] is heat power purchased from heat supply company at the time [image: image], [image: image] is heat power purchased from supply agents at the time [image: image], [image: image] is heat power offered by service agents at the time [image: image], [image: image] is heat power offered by combined heat and power generators at the time [image: image], [image: image] is heat power offered by the gas boiler at the time [image: image].
3) Gas flow constraints can be expressed as follows.
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Where [image: image] is the gas power of load after demand response at the time [image: image], [image: image] is gas power purchased from gas supply company at the time [image: image], [image: image] is gas power purchased from supply agents at the time [image: image], [image: image] is gas power offered by service agents at the time [image: image], [image: image] is gas power offered by the power to gas generators at the time [image: image], [image: image] is gas power consumed by combined heat and power generators at the time [image: image], [image: image] is gas power consumed by the gas boiler at the time [image: image].
2.1.2 Device Constraints

1) Power to gas generators constraints can be expressed as follows.
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Where [image: image] is the efficiency of the power to the gas generators, [image: image] is the maximum input power of the power to gas generators.
2) Combined heat and power generators constraints can be expressed as follows.
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Where [image: image] is the electric efficiency of the combined heat and power generators, [image: image] is the heat efficiency of the combined heat and power generators, [image: image] is the maximum input power of the combined heat and power generators.
3) Gas boiler constraints can be expressed as follows.
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Where [image: image] is the efficiency of the gas boiler, [image: image] is the maximum input power of the gas boiler.
4) Wind turbine generators constraints can be expressed as follows.
[image: image]
Where [image: image] is current wind turbine generators forecast power at the time [image: image].
5) Photovoltaic generators constraints can be expressed as follows.
[image: image]
Where [image: image] is current photovoltaic generators forecast power at the time [image: image].
2.2 Main Work of This Paper
To solve the problems of high carbon emissions and insufficient enthusiasm of all agents in the REI, this paper proposes the improved tiered reward and punishment carbon trading model and the multi-agent schedule optimization method considering carbon trading. As shown in Figure 2, the carbon trading model rewards and punishes counterpart enterprises, which achieves the goal of reducing carbon emissions. The multi-agent game method can consider the subjectivity of different agents participating in energy conservation and emissions reduction, which achieves the goal of reducing carbon emissions and enhancing revenue. The connection between the two parts is as follows. The carbon trading model helps the multi-agent method control carbon emissions, and the multi-agent game method helps the carbon trading model mobilize the enthusiasm of different subjects to participate in energy conservation and emission reduction.
[image: Figure 2]FIGURE 2 | The main work of this paper and the effects.
3 THE TIED REWARD AND PUNISHMENT CARBON TRADING MODEL
The traditional carbon trading model often punishes and rewards carbon trading in a single-priced monopoly, which is not conducive to mobilizing the enthusiasm of all kinds of agents in the market to participate in energy conservation and emissions reduction. The traditional carbon trading model is shown in Figure 3.
[image: Figure 3]FIGURE 3 | Traditional carbon trading model.
This traditional model will enable some enterprises to arbitrage revenue from it. For example, if the revenue of one enterprise emitting a unit of carbon dioxide is greater than the benchmark price of carbon emissions per unit k, this model does nothing to limit the enterprise’s carbon emissions!
Therefore, to stimulate the enthusiasm of stakeholders in the energy market to participate in energy conservation and emissions reduction, the improved tiered reward and punishment carbon trading model is proposed in this paper, which is shown in Figure 4.
[image: image]
In Figure 4, the horizontal axis E is the relative carbon emission for the entire simulation period, which can be calculated by the formula (Zeng et al., 2019), and the vertical axis P is the carbon price per unit given by the government. In formula (Zeng et al., 2019), Er is the actual carbon emissions of the enterprise, Eg is the free carbon emissions of the enterprise. The reward and punishment carbon trading model include reward zone, ladder punishment zone and index punishment zone. The reward zone can reward enterprises with lower carbon emissions on a tiered basis. In the same way, the ladder punishment zone can punish enterprises with higher carbon emissions at different levels. And the index punishment zone can limit enterprises with extremely high carbon emissions.
[image: Figure 4]FIGURE 4 | The proposed tiered reward and punishment carbon trading model.
Compared with the traditional carbon trading model, the improved tiered reward and punishment carbon trading model has the following advantages:
1) It can reward or punish enterprises with different carbon emissions at different levels, which can mobilize the enthusiasm of enterprises to participate in energy conservation and emissions reduction.
2) It can eliminate the possibility of some high-carbon emissions enterprises profiting from it.
3.1 Reward Zone
When an enterprise’s relative carbon emission E is less than zero, it means this enterprise’s actual carbon emissions Er under the free carbon emissions of the enterprise Eg. On this occasion, this enterprise should be rewarded. The reward amount should be determined by the enterprise’s relative carbon emission E. This paper divides the reward zone into three levels. The carbon price per unit P can be calculated as follows.
[image: image]
Where k is the benchmark price of carbon emissions per unit, [image: image] (k =1, 2, 3) is the carbon emissions incentive factor, v is the carbon emissions classification unit.
The cost of carbon emissions [image: image] can be calculated as follows.
[image: image]
In the reward zone, the carbon price per unit given by the government and the cost of carbon emissions is negative. That means this enterprise is rewarded for reducing carbon emissions.
3.2 Ladder Punishment Zone
When an enterprise’s relative carbon emission E is more than zero, it means this enterprise should be punished for its carbon emissions. If the enterprise’s carbon emissions are less than the set standard 3v in the meantime, its carbon price will fall into the ladder punishment zone. This paper divides the ladder punishment zone into three levels. The carbon price per unit P can be calculated as follows.
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Where [image: image] (k = 1, 2, 3) is the carbon emissions punishment factor.
The cost of carbon emissions [image: image] can be calculated as follows.
[image: image]
In the ladder punishment zone, the carbon price per unit presents a ladder distribution. That means this enterprise is punished for carbon emissions, and the price of the punishment varies with the amount of carbon emitted.
3.3 Index Punishment Zone
When an enterprise’s relative carbon emission E is more than 3v, it means that the enterprise’s carbon emissions seriously exceeded the standard. In this case, the punishment must be increased to ensure the environmental protection of the energy system. Therefore, this paper sets up an index punishment zone. In this zone, the carbon price per unit P can be calculated as follows.
[image: image]
The cost of carbon emissions [image: image] can be calculated as follows.
[image: image]
In the index punishment zone, the carbon price per unit presents exponential growth.
4 THE MULTI-AGENT SCHEDULE OPTIMIZATION METHOD CONSIDERING CARBON TRADING
There are many different types of agents in REI, and the general optimization of REI operation is not conducive to mobilizing the enthusiasm of all agents to participate in energy conservation and emissions reduction. According to the characteristics of different agents in REI, various agents are divided into supply agents, service agents and user agents. Then the objective function is set according to their actual interests, and an optimization scheduling method considering multi-agent carbon trading is proposed. The interests of each agent are affected by the policies of other agents. The game relationship of the three types of agents is shown in Figure 5.
[image: Figure 5]FIGURE 5 | Multi-agent game relationship diagram.
4.1 Supply Agents
Supply agents refer to all market agents who profit by producing and selling energy. Their main feature is that they have energy production facilities. Their revenue is mainly influenced by the number of purchases by lower-level buyers and the cost of energy production. When such supply agents are optimized, their energy comprehensive revenue can be maximized by adjusting their price to service agents and their energy supply project. Supply agents’ objective function [image: image] can be calculated as follows.
[image: image]
Where [image: image] is the supply agents’ revenue of energy sales, [image: image] is the supply agents’ cost of energy production, [image: image] is the comfort cost of supply agents. They can be calculated as follows.
[image: image]
Where [image: image] is current simulation time, [image: image] is total simulation time, [image: image] is energy sale price from supply agents at the time t, [image: image] is the amount of energy sale power from supply agents at the time [image: image], [image: image] is the length of simulation time.
[image: image]
Where [image: image] is the current device number, [image: image] is the gathering of all supply agents’ devices. [image: image] is the service cost per unit of device [image: image], which usually includes equipment maintenance, sewage treatment and so on. [image: image] is the product cost per unit of device [image: image]. [image: image] is the power of device [image: image] at the time [image: image].
[image: image]
Where [image: image] is the product coefficient of comfort for supply agents, [image: image] is the index coefficient of comfort for supply agents, [image: image] is the average market energy price.
Supply agents’ revenue is affected by various market factors. Supply agents can change their price to service agents [image: image] and supply project [image: image] to enhance their revenue.
4.2 Service Agents
Service agents refer to all market agents who profit from energy conversion and dispatching. Their main feature is that they have power to gas, gas boiler and other energy conversion equipment. Their revenue is influenced by market conditions, equipment performance and other agents’ policies. When service agents are optimized, their energy comprehensive revenue can be maximized by adjusting their energy purchasing power, energy selling price and conversion strategy. Service agents’ objective function [image: image] can be calculated as follows.
[image: image]
Where [image: image] is the service agents’ revenue of energy sales, [image: image] is the service agents’ cost of equipment maintenance, [image: image] is the service agents’ comfort cost, [image: image] is the service agents’ cost for purchasing energy. They can be calculated as follows.
[image: image]
Where [image: image] is energy sale price from service agents at the time t, [image: image] is the amount of energy sold power from service agents at the time [image: image].
[image: image]
Where [image: image] is the current device number, [image: image] is the gathering of all service agents’ devices. [image: image] is the service cost per unit of device [image: image], which usually includes equipment maintenance, energy efficiency conversion and so on. [image: image] is the power of device [image: image] at the time [image: image].
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Where [image: image] is the product coefficient of comfort for service agents, [image: image] is the index coefficient of comfort for service agents, [image: image] is the average market energy price.
[image: image]
Where [image: image] is the amount of energy buying power from supply agents at the time [image: image].
Service agents can change their price to user agents [image: image], service project [image: image] and the amount of energy buying power from supply agents [image: image] to enhance their revenue.
4.3 User Agents
User agents refer to all market agents who benefit in other ways. They usually act as a user of energy rather than participating in energy production and transmission activities. In the process of energy optimization, the minimum energy purchase cost of the user agents is considered. User agents’ objective function [image: image] can be calculated as follows.
[image: image]
Where [image: image] is the user agents’ cost of buying energy, [image: image] is the user agents’ comfort cost, [image: image] is the carbon limits cost of user agents. They can be calculated as follows.
[image: image]
Where [image: image] is the amount of energy buying power from service agents at the time [image: image]. In this paper the user agents can only purchase energy from the service agents, so [image: image] is the same as the actual load after the demand response.
[image: image]
Where [image: image] is the comfort coefficient of user agents, [image: image] is the initial load before the demand response.
[image: image]
Where [image: image] is the product coefficient of carbon limits for user agents, [image: image] is the index coefficient of carbon limits for user agents. Although carbon emissions are not directly emitted by users, the energy consumption of users has a great influence on the carbon emissions of the park. Therefore, this paper uses [image: image] to limit user agents’ energy consumption.
User agents can change their amount of energy buying power from service agents [image: image] to reduce its’ cost.
4.4 Optimization Calculation Method
Multi-agent game is different from multi-objective optimization. It is not simply to pursue maximum comprehensive revenue. It is trying to find a stable operating point where no one can enhance his revenue by chance himself. This feature can be expected as follows.
[image: image]
Where [image: image] is the current agent, [image: image] is the gathering of agents in the REI, [image: image] is agent [image: image] 's action [image: image], [image: image] is the gathering of agent [image: image] 's actions, [image: image] is a current station, [image: image] is the gathering of stations in the REI.
At Station [image: image], if Satisfies
[image: image]
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Then [image: image] is the equilibrium solution at station [image: image]. Where [image: image] is agent [image: image] 's revenue at actor [image: image], [image: image] is agent [image: image]'s revenue at actor [image: image].
Considering that the multi-agent game process of REI is complex, this paper divides the whole operation optimization process into the following two parts: the upper price game and the bottom device game. The algorithm can be expressed as follows.
[image: FX 1]
[image: FX 2]
[image: FX 3]
5 SIMULATION RESULT
To verify the superiority of the proposed method, this paper establishes an REI for simulation which includes supply, service and user agents. Supply agents possess electric generators, gas holders and thermal boilers. Service agents possess wind turbine generators, photovoltaic generators, combined heat and power generators, power to gas generators and gas boilers. User agents include electric, gas and heat load. The energy flow model and device model are shown in Section 2. This paper sets the simulation time as 24 h, and the time interval as 1 h. To ensure the rationality of the simulation results, the price needs to be limited. Supply agents’ price limit is shown in Table 1, and service agents’ price limit is shown in Table 2. At the same time, the efficiency should be set, unit service cost, and maximum output power constraints of the various device according to the situation of the region. Device parameters are shown in Table 3. Parameters in the carbon trading model are shown in Table 4.
TABLE 1 | Supply agents’ price limit.
[image: Table 1]TABLE 2 | Service agents’ price limit.
[image: Table 2]TABLE 3 | Device parameters.
[image: Table 3]TABLE 4 | Carbon trading scenes.
[image: Table 4]The renewable energy forecast value and initial load value are shown in Figure 6. This paper sets that the output power of renewable energy in the REI cannot exceed its predicted value. At the same time, the demand response in this paper is in the form of an interruptible load, so the actual user load value cannot exceed the initial value.
[image: Figure 6]FIGURE 6 | Renewable energy and load data.
To fully explain that the proposed improved tiered reward and punishment carbon trading model and the proposed multi-agent game method in this paper are beneficial to the REI, this paper sets up a simulation scenario under the principle of control variables. In section 5.1, considering three kinds of energy games, only the carbon trading model for simulation is changed; in section 5.2, considering the proposed tiered reward and punishment carbon trading model, only the game energy types for simulation are changed. The other parameter settings of the two sets of scenes are the same.
5.1 Carbon Trading Scenes Analysis
To verify the advantages of the proposed tiered reward and punishment carbon trading model, this paper sets up three scenes which are shown in Table 4 for comparison.
In Table 4, there are 3 scenes to simulate. In scene 1, the carbon trading model is not considered, which means the revenue of the whole region will not be affected by carbon emissions; in scene 2, the traditional carbon trading model in Figure 3 is considered; in scene 3, the improved tiered reward and punishment carbon trading model in Figure 4 is considered.
The simulation results are shown in Table 5.
TABLE 5 | Carbon trading results.
[image: Table 5]The comparison of carbon emissions is shown in Figure 7.
[image: Figure 7]FIGURE 7 | Comparison of carbon emissions.
In Table 5 and Figure 7, the results indicate that: from scene 1 to scene 3, carbon emissions significantly decrease by about 2.2%, which illustrates the method proposed in this paper is useful to control carbon emissions. But the cost of carbon emissions rises, which makes the comprehensive revenue decrease. This is an accepted thing. Controlling carbon emissions will reduce revenue.
5.2 Game Scenes Analysis
To verify the advantages of the proposed multi-agent game method, this paper sets up 4 scenes which are shown in Table 6 for simulation. In Table 6, there are 4 scenes to simulate: in scene 1, supply agents, service agents and user agents only focus on immediate revenue, do not consider the impact of other market players; in scene 2, each agent only considers heat game; in scene 3, consider heat and gas game; in scene 4, consider electric, heat and gas game.
TABLE 6 | Game scenes.
[image: Table 6]The simulation results are shown in Table 7.
TABLE 7 | Game results.
[image: Table 7]The comprehensive revenue and carbon emissions are shown in Figure 8.
[image: Figure 8]FIGURE 8 | Comparison results.
In Table 7 and Figure 8, the results indicate that as more types of energy games are considered, the higher the energy sales revenue. That’s because when taking the energy game out of the equation, supply agents and service agents only consider immediate revenue. At this moment, these agents do not analyze market conditions for an inflated price, which makes the region’s energy sales revenue fall instead. When considering fewer types of energy games, the carbon emissions go up, this is because users do not consider the market game, blindly reducing the demand response, increasing the total energy consumption, thus making carbon emissions up. Compared with scene 1, in scene 4, carbon emissions significantly decrease by about 5.1%.
More carbon emissions make the cost of carbon emissions rise, plus with the influence of energy sales revenue, both of them make comprehensive revenue decline.
5.3 Game and Device Results Analysis
Multi-agent game results are shown in the Figure 9.
[image: Figure 9]FIGURE 9 | Multi-agent results.
In Figure 9, the changing user loads make supply agents’ and service agents’ prices change with time. Heat price is always very high (the upper limit is often reached), this is because the heat demand in this paper is large. For service agents, the revenue of increasing the price is higher than the losses of the comfort function. In contrast, natural gas demand in this REI is low, reducing the price to increase the comfort function brings more revenue.
Device optimization results are shown in Figure 10.
[image: Figure 10]FIGURE 10 | Device optimization results.
In Figure 10, the results indicate that: WTG generators’ power and PV generators’ power are almost the same as predicted, this is because renewable energy is given priority in this paper. CHP generators are used when renewable energy cannot meet system requirements and there is a simultaneous thermoelectric demand. As for service agents, it is cheaper to supply heat through GB generators than buy it from supply agents. As opposed to this, P2G generators are not being used because it is inefficient. Demand response exists for all three energy sources at any one time, the demand response is affected by load type, energy price and renewable energy power. When the initial load is high, user agents need to bear higher energy costs, so they will increase demand response. The gas load at each time is low, that is, why gas demand response is low.
6 CONCLUSION
To reduce REI’s carbon emissions and enhance the different agents’ revenue, this paper proposes a multi-agent schedule optimization method considering the improved tiered reward and punishment carbon trading model. The advantages of this method are as follows.
1) The proposed improved tiered reward and punishment carbon trading model can reward or punish enterprises at different levels to reduce carbon emissions. Considering the game, this paper only changes the carbon trading model for simulation, and the results show that compared with the traditional model, the proposed model can reduce carbon emissions by about 1.3% in the REI.
2) The proposed multi-agent schedule optimization method can stimulate the energy conservation and emissions reduction participation of each agent to reduce carbon emissions and enhance revenue. Considering the improved tiered reward and punishment carbon trading model, this paper only changes the game energy types for simulation, and the results show that compared with the non-game method, this method can reduce carbon emissions by about 5.1% and significantly enhance the revenue of the REI.
Nevertheless, the different carbon emissions of the different devices are not considered in this paper. This will be the focus of future work.
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