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The high-penetrated renewables enable flexible and versatile dispatchable resources in power systems. As the digitalization process improves with the help of information and communication technology (ICT), a real-time online control framework is essential to regulate such a low-inertia power system dominated by renewables. To enable control practices, a control-oriented model is developed linking load increments to frequency dynamics. Based on such a control-oriented model, a model predictive control (MPC)–based online feedback algorithm is well designed by the virtue of rapid data transmission enabled by digitalization. The MPC optimization is a convex quadratic programming, where an objective function that balances frequency deviations and load increments is formulated and operational constraints are integrated into a matrix-type inequality. In the end, the proposed MPC-based load-frequency control framework is illustrated by several case studies, where validations and analyses of constraints inside the model are also included.
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INTRODUCTION
Driven by the global climate change, renewables such as solar and wind are increasingly developed and connected to the current power system (Creutzig et al., 2014; Ge et al., 2022) using a concept of grid-forming (GFM) converter. Such renewables bring more dispatchable resources but also challenge the existing power system control framework due to the fact that most renewables have limited inertia support to the power system operation (Milano et al., 2018; Ratnam et al., 2020). To regulate such a low-inertia power system effectively and efficiently, a digitalization process has been conducted supported by information and communication technology (ICT) to enable rapid regulations in response to fast dynamics induced by low inertia (Ratnam et al., 2020; Di Silvestre et al., 2018). Such digitalization allows for high amounts of data, fast data transmission, and high-efficiency computation to further achieve a fully intelligent feedback control scheme in future power systems (Di Silvestre et al., 2018; Wu et al., 2021).
By the virtue of such a digitalization process, various control algorithms (Obaid et al., 2019; Fernández-Guillamón et al., 2019) have been investigated to maintain frequency stability (a priority in power system control). For example, Lyapunov-based stability analysis methods (Jin et al., 2019; Luo et al., 2020; Shang-Guan et al., 2020) are developed to guarantee frequency stability; the H2/H∞ controller (Zou et al., 2021) is designed to optimize the frequency dynamics performance; and a fuzzy event-triggered scheme (Shangguan et al., 2021) is employed to improve frequency control stability with limited communication expense. Moreover, different kinds of control properties can be satisfied in frequency control, that is, asymptotic (Guerrero et al., 2010; Xu et al., 2018; Singhal et al., 2022), finite-time (Zuo et al., 2016; Ge et al., 2020), and fixed-time (Ni et al., 2016), if we can model the system dynamics appropriately. However, many of these methods require full or partial models available at dispatchable points, which may not be feasible under the case where the load-frequency dynamics are aggregated by massive and small-capacity dispatchable loads such as residential PVs and electric vehicles.
On the other hand, owing to the fast response of feedback control methods (Zou et al., 2021; Shangguan et al., 2021; Zuo et al., 2016), control input saturations are considered in the actuation, which would not lead to optimized input sequences. Hence, practical operation constraints, for example, frequency nadir and RoCoF (rate of change of frequency), are essential to be considered in frequency regulation. If we cannot appropriately consider such constraints, the optimal operation would be degraded, or the system would face security issues. Such constraints have also been considered in the existing research work (Markovic et al., 2018; Stanojev et al., 2020). However, constrained load-frequency control regulation has not been fully investigated in terms of comprehensive constraints.
Therefore, to move forward even one step to cope with the aforementioned challenges, a real-time online control framework is proposed to regulate such a low-inertia power system frequency utilizing dispatchable load resources. The main contributions can be concluded as follows. To narrow down the gap between power-electronic dynamics and power flow models, we model the whole system dynamics by combining power-electronic–dominated dynamics and steady-state power flow–based Jacobian matrix. More specifically, GFM-inverter–based generator dynamics is unified in either a droop type or a VSG type. Based on such a control-oriented model concerning load increment and frequency dynamics, to fully consider the operational rules in practice, inspired by Stanojev et al. (2020) and Ge et al. (2021), we design a model predictive control (MPC)–based online feedback algorithm utilizing rapid sensing, computation, and actuation enabled by the power system digitalization trend. The constraints of frequency deviations, RoCoF, dispatchable load capacity, and load change ramping rate are integrated into a matrix-type inequality, which can be easily optimized subjected to an objective function that balances frequency deviations and load increments.
The rest of this article is organized as follows. Section 2 gives the model of GFM-inverter–involved power systems. In Section 3, an MPC-based control design is provided. Section 4 demonstrates the control performance, and Section 5 concludes this article.
MODELING FOR GFM-BASED SYSTEM
In this section, we will present the detailed modeling of an inverter-based power system. First, we start from a unified model of GFM inverters, where droop-based control and virtual synchronized generator–based control are included. Then, a control-oriented model of the whole system that considers the line impedance effect is proposed, which will bring the benefits in the grid-level control and operation.
System Description
A GFM inverter normally consists of three control loops, that is, power control loop, voltage control loop, and current control loop, as depicted in Figure 1. The power controller provides the reference for the voltage controller and the reference angular frequency for the whole inverter control system, while the voltage controller and current controller guarantee the non-steady-error–tracking performance of output voltage. Two mainstream power control loops of GFM inverters are VSG-based control and droop-based control, the dynamics of which can be, respectively, expressed as
[image: image]
where [image: image] denote the real-time value, set point, and nominal value of the inverter’s angular frequency, respectively, and [image: image] are the set point and real-time measurement of the inverter’s active power output. For the VSG-based model, [image: image] are inertia and damping coefficients, while for the droop-based model, [image: image] represent the f/p droop coefficient and cut-off frequency of active power measurement. It should be noted that such two dominated GFM models are equivalent by [image: image] (Markovic et al., 2021). Therefore, we use the VSG model (1) hereafter for further discussion.
[image: Figure 1]FIGURE 1 | Diagram of a GFM inverter.
A unified small-signal model that describes one inverter’s frequency dynamics can be expressed by
[image: image]
2.2 Control-Oriented Model of a Multi-GFM-Inverter–Penetrated Power System
Eq. 2 builds a relationship between the generator’s power output and system frequency dynamics, and it can be expanded to a multi-GFM system with appropriate stacking. However, in current power systems, massive load resources can also provide huge capability participating in frequency response. Compared to inverter-based generators, loads are owned by local aggregators who can use flexible loads to offer frequency regulation capability. Hence, it is of great importance to directly link the load change to the system’s frequency dynamics, further guiding the participation of load aggregators. The challenge is that the dynamics from flexible and massive loads are difficult to depict because aggregated and equivalent inertia and damping are not available directly. Hence, we hereafter build a control-oriented model, which utilizes the inverter’s dynamics and network topology, describing load-frequency dynamics.
For the sake of modeling multi-inverter systems, we generalize the model (2) with the subscript [image: image] for the inverter-based DG i, that is,
[image: image]
For a multi-inverter system, the dynamics can be easily extended. Define a power system with m inverters:
[image: image]
with [image: image]
The model (4) is developed from a generator perspective. However, a power grid also includes lines and loads. To involve such line impedance and load demand, we recall the power flow equation that has been widely investigated (Shen et al., 2020; Zimmerman et al., 2010), that is, [image: image], where [image: image] denote the incremental values of active power and node phase and [image: image] denotes the Jacobian matrix of power flow calculation.
To form a control-oriented model of the whole power system, we split the power flow equation into generator nodes and load nodes, that is,
[image: image]
where the subscript G means the generator node, while the subscript L means the load node. From the second row of (5), we can obtain [image: image], which can be substituted into the first row to obtain [image: image]. Then, the whole power system with multi-inverter penetration is formed as
[image: image]
where [image: image], and [image: image] ([image: image] is the Kronecker product). The model (6) describes the system frequency dynamics by linking the load increment to the generator’s output frequency dynamics. This is meaningful in the demand frequency response scenario considering grid-following inverter–based renewable integrations and dispatchable loads. Thus, such model is a control-oriented model, by which the control applications will be discussed in Section 3.
3 MODELING APPLICATION: MODEL PREDICTIVE CONTROL DESIGN
In this section, based on the previous model, we proposed a secondary frequency control method based on the MPC algorithm.
Currently, the digitalization in the power system leads to a digital control mode; hence, we need to form the system in a discrete-time way that is more practical in the real world. Based on the continuous model (6), the discrete-time state-space model using the sampling time [image: image] can be expressed as:
[image: image]
where [image: image], where [image: image] denotes the mth identity matrix. [image: image] is the output (i.e., the angular frequency deviations) that is concerned in load-frequency control.
MPC is an optimal control that can fully consider state, output, and input constraints. Such constraints are useful in frequency control because the load increment and output frequency have intrinsic limits. The first thing to form predictive control is to form a model-based prediction system based on (7), that is,
[image: image]
where N denotes the prediction horizon and “[image: image]” denotes the discrete model at the time instant k, while the subscript k is utilized in the prediction model. Due to the small-signal property of the proposed model (6) and (7), [image: image] is the deviation variable induced by the input; thus, we have angular frequency predicted errors by [image: image], where [image: image] are, respectively, the lower triangular matrix and vector with all elements being one and [image: image] is the real-time angular frequency error vector between measurements of m generators and reference. Owing to the fact that [image: image] and [image: image] are both seen as measured variables from the system, we can integrate them to a combined form by defining [image: image],
[image: image]
 with [image: image].
Then, we can use the prediction model (8) to form the objective as follows:
[image: image]
with [image: image] being the weight matrices. The synchronization of the frequency represents the main target addressed in this article. For this reason, the weighting factors Q, R are selected to emphasize the former term. The objective function is to utilize the minimal control input to minimize the frequency deviations. Substituting (8) into (10), after some algebra collection in terms of [image: image] and [image: image], the objective function can be formed in a standard way as
[image: image]
It should be noted that the matrices [image: image] can be computed offline, which gives a huge efficiency in optimizing the input vector [image: image], except that it can be easily known before implementing the MPC optimization algorithm.
Throughout the load-frequency control of demand response, there are four classes of constraints, that is, frequency security limits, RoCoF (rate of change of frequency) limits, dispatchable load capacity limits, and load change ramping limits. For the frequency security limits, we should guarantee the generator frequency inside the valid operation limits, that os, [image: image], which can be re-expressed by extending [image: image] using (9):
[image: image]
where [image: image], and [image: image] are upper and lower bounds of frequency deviations. The RoCoF limits can be similarly expressed by [image: image], which also can be extended using (8):
[image: image]
where [image: image], and [image: image] are upper and lower bounds of the RoCoF. Then, we move to the constraints of dispatchable load capacity limits [image: image] with [image: image] being the measured dispatchable load amount, that is,
[image: image]
where [image: image], and [image: image] are upper and lower bounds of dispatchable loads. For the load change ramping limits, we have [image: image] with [image: image] being upper and lower load change ramping bounds, that is,
[image: image]
As a result, combining all objective function and constraints from (10) to (15), we can obtain the MPC optimization problem in a compact matrix form:
[image: image]
where [image: image]
It should be noted that the objective function is simplified from (11) by reducing the constant term [image: image] that does not affect the optimization solving results. After optimizing the system operation using (16), only the first sequence of the input vector [image: image] as a command is sent to each GFM controller. In addition to that, only [image: image] (i.e., real-time measurement of angular frequency variables and dispatchable load variables) is required from each GFM; hence, the proposed MPC-based frequency control does not impose more communication burden. On the other hand, due to the prediction horizon N, the optimization dimension becomes higher. However, thanks to the quadratic objective function and the convex constraints, the problem can be easily solved by many current well-developed optimization tools (e.g., Gurobi, Cplex, and Mosek), either commercial or academic. Based on such convex optimization and commercialized optimization solver, it is not difficult to handle the frequency problem of power system networks. The proposed MPC problem can be further converted into an explicit form, where the solving only requires direct numerical calculations (see Tøndel et al. (2003) for more details). In the optimization (16), frequency security limits and RoCoF limits can be obtained from the system operation rules in a case-by-case way, while dispatchable load capacity limits and load change ramping limits are determined by the load characteristics.
The proposed MPC-based secondary frequency control has two main advantages compared to conventional methods such as PI controllers. More specifically, the PI controller is a non-constrained control method, while the proposed MPC method can handle frequency constraints, which will be investigated comprehensively in. On the other side, the MPC method can even give sequential control commands in the presence of random packet loss due to its prediction horizon mechanism, although the tolerant packet loss length is limited by the prediction horizon. The fault tolerance capability is obvious because the system operator can use the sequential control commands of [image: image] once the communication failure occurs.
Due to the modeling of the whole power system based on the small-signal model (6), we need to update the Jacobian matrix [image: image] periodically. Thanks to the operator who optimizes the power flow in a periodic way (e.g., every 15 min or every 5 min), we can obtain the latest Jacobian matrix that improves the accuracy of the proposed control-oriented model. In summary, the whole control procedure is given in Table 1.
TABLE 1 | Implementation of the proposed MPC frequency regulation algorithm.
[image: Table 1] provides a solution to regulate system frequency dynamics using dispatchable loads. However, the MPC algorithm itself would not be feasible if system constraints such as the load change ramping rate and load change capability have strict limits. To handle this problem, we should evaluate and then relax the constraints firstly. Then, if the constraints cannot make the MPC optimization feasible, we should combine the generator’s capability and load-shedding operation to guarantee frequency stability. This topic is out of this article’s scope and will be considered in our future work.
SIMULATION RESULTS
In this section, we will establish a modified IEEE 9 bus system (Zimmerman et al., 2010) with three GFM inverters to illustrate the effectiveness of the propose MPC optimization–based secondary load-frequency control using a control-oriented model. The topology and the parameter of the system are detailed in Figure 2 and Table 2, respectively.
[image: Figure 2]FIGURE 2 | Topology of a modified IEEE 9 bus test system with three GFM inverters.
TABLE 2 | Parameters of the IEEE 9 bus test system with three GFM inverters.
[image: Table 2]General Frequency Control Performance
In the first case study, we evaluate the control performance of the proposed MPC-based frequency regulation algorithm. The system is operating under the situation where there exist small frequency deviations initially. At t = 4 s, the proposed MPC optimization is activated, and a load increase of 0.02 p.u. and a load decrease of 0.025 p.u. occur at node 7, t = 7 s and node 9, t = 10 s, respectively. As shown in Figure 3, the frequency deviations can be restored to the reference value with appropriate load change, and all constraints are fully satisfied.
[image: Figure 3]FIGURE 3 | Load-frequency response: (A) frequency, (B) total load decrease, (C) RoCoF, and (D) load ramping.
Validation and Analysis of Constraints
To validate the constraint implementation, the case in is seen as the baseline case. We first set the dispatchable load capacity [image: image] based on the case in Table 2. As shown in Figure 4where Figures 4A–D show the frequency, total load, RoCoF, and load ramping respectively, due to limited dispatchable loads (see Figure 4B), the frequency cannot be fully restored to the reference value after the load increase at node 7, t = 7 s. However, after the load decrease at node 9, t = 10 s, the frequency can be regulated without synchronized deviations within the limited dispatchable load resources. Then, we set the load ramping constraints to [image: image] similarly. Figure 5 witnesses the corresponding slower frequency response compared to the baseline case due to the limited load ramping rate (see Figure 5D). Especially, the detailed effect is reflected on the comparisons between (A1) and (A2), i.e., zoomed-in figure of Figure 5A and Figure 3A, respectively. Hence, both dispatchable load capacity constraints and load ramping constraints, which have been designed in the proposed MPC-based algorithm, affect the frequency regulation performance.
[image: Figure 4]FIGURE 4 | Dispatchable load capacity constraint evaluation: (A) frequency, (B) total load decrease, (C) RoCoF, and (D) load ramping.
[image: Figure 5]FIGURE 5 | Load ramping rate constraint evaluation: (A) frequency, (B) total load decrease, (C) RoCoF, and (D) load ramping.
Then, we turn to frequency constraints, for which we first double the loads on all nodes to enlarge the frequency deviations and set [image: image] based on the baseline case. As seen in Figure 6, both the dispatchable load capacity and the load ramping rate are utilized immediately after activating the frequency regulation at t = 4 s. Under this case, if we force the frequency to be regulated into [image: image] in one control step, the MPC optimization problem will become infeasible, which means the current load constraints cannot satisfy the frequency constraint requirement. After setting [image: image] and canceling the ramping rate requirement, the corresponding regulation performance will become Figure 7, showing the similarly immediate load change, which demonstrates the effectiveness of frequency constraints. Furthermore, the RoCoF prediction performance is shown in Figure 8 under the baseline case. We found that the predicted RoCoF is larger than the real-time one, but they are in the same order of magnitudes. This guides us to set RoCoF constraints in practice (i.e., tightening RoCoF constraints). Moreover, in practice, to accurately predict RoCoF values, we can apply data-driven methods such as machine learning to find the relationship between real-time values and predicted ones using operational databases. This work is out of this article’s scope and will be investigated in our future work. The reason for such phenomenon is the linearization process using the Jacobian matrix leading to prediction errors. Considering the proposed model is based on the small-signal modeling method, and the update of such control-oriented model is of great significance. As for the effectiveness of RoCoF constraints, they are relatively similar to the other constraints as analyzed before and hence omitted here.
[image: Figure 6]FIGURE 6 | Frequency constraint evaluation with tight input constraints: (A) frequency, (B) total load decrease, (C) RoCoF, and (D) load ramping.
[image: Figure 7]FIGURE 7 | Frequency constraint evaluation with relaxed input constraints: (A) frequency, (B) total load decrease, (C) RoCoF, and (D) load ramping.
[image: Figure 8]FIGURE 8 | Analysis of the RoCoF prediction model: (A) RoCoF and (B) one-step RoCoF prediction.
CONCLUSION
This article proposed a control-oriented model to link the load increment to the frequency dynamics of the GFM-based generator. This model combines the well-developed power flow analysis to obtain the steady-state Jacobian matrix and state-space dynamic models of GFM generators, to formulate the simplified and linearized power system model. Based on this model, though there exists some modeling uncertainty due to the linearization process, we can design the control algorithm to enable rapid load-frequency regulations. To fully consider constraints in frequency regulation, the MPC optimization algorithm is utilized to form an online feedback control that satisfies frequency security limits, RoCoF limits, dispatchable load capacity limits, and load change ramping limits. The constraints normally come from the practical operational rules, which can be easily integrated into convex quadratic programming and solved using well-developed tools. The effectiveness of the proposed frequency regulation algorithm is finally validated by comprehensive simulations and analyses based on a modified IEEE 9 bus system using MATLAB/Simulink.
However, the proposed method is based on the small-signal analysis, which limits the model applicability near the equilibrium point of the power system. In the future, to fully depict the system operation dynamics, large-signal methods should be further involved, and we will consider this in our following research.
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