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Many smart factories use the smart grid for power system automation, and its wireless control technology requires low-time-delay and high-reliability communication. Guessing random additive noise decoding algorithm has outstanding short packet error correction performance. In the decoding process, the order of noise parameter combination affects the decoding delay. Aiming at the communication problem of the smart grid in the process of factory power supply and distribution, this study analyzes the characteristics of the original noise parameter ranking algorithm. When the steady-state flip probability is large, more search times are required to obtain the correct combination of noise parameters, which means that greater delay is required for decoding in the time-varying channel. To solve the aforementioned problems, this study optimizes the noise parameter ranking before the noise error mode arrangement and proposes a noise parameter ranking algorithm for predicting the symbol string. First, the channel perception is completed by edge computing. Then, the algorithm uses the obtained soft information to rank the channel noise parameters. Simulation results show that the proposed algorithm has better search performance than the original sorting algorithm, especially when the channel parameter b is greater than 0.5. Finally, by comparing the BM Decoding Algorithm of BCH with different noise parameter ranking algorithms of decoding, the results show that the noise parameter ranking algorithm proposed in this study has better decoding performance in the environmental channel of the smart factory, so as to improve the reliability of the smart grid in the process of factory power supply and distribution.
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INTRODUCTION
With the advent of the industry 4.0 era, wireless control technology has become a solution for intelligent factories to improve the real time and stability of control instructions (Pang et al., 2017). For the power system automation technology in the smart grid, its communication control technology mostly adopts wireless control technology. Compared with wired control technology, its main advantages are as follows: wireless control technology can reduce the deployment cost and maintenance cost of transmission media; in wired transmission, the cable may be aged or damaged, while in wireless transmission, there will be no such disadvantage; wireless networks can be arranged in harsh environments where the cables commonly used cannot be used, such as high-temperature scenes, high-voltage scenes, and mobile scenes.
A basic feature of the smart grid is the information flow on a high-speed, reliable and safe data communication network, so as to effectively and intelligently manage complex power systems (Abrahamsen et al., 2021). In order to meet the requirements of high reliability and low delay communication of smart grid wireless control, while traditional wireless systems achieve high reliability through packet retransmissions, this would impair the latency as an approach based on channel coding is preferable in industrial applications (Zhan et al., 2018a; Zhan et al., 2019). This technology trades for high reliability of communication at the expense of certain computational complexity and bandwidth resources.
In the general channel coding and decoding algorithm, because the number of bits of error detection and error correction of error correction code has an upper limit, if there are multiple bits of errors in a code word, the error correction code needs more complex coding for error correction, which takes up more bandwidth resources (Zhan et al., 2018b). Therefore, in the traditional channel coding and decoding algorithm, it is generally considered that the channel is memoryless and the correlation of channel noise is not considered (Gilbert, 1960). This contradiction is particularly prominent in the factory production environment. The production process of the factory is periodic, and the pulse introduced from the ground wire will interfere with the RF transmission signal of the control equipment (Platschek et al., 2015a). The arc discharge is caused by various welding and frequent start and stop of electrical equipment [(2013), 1613]. These highly correlated channel noises will directly affect the quality of control signal reception and then lead to misoperation in the process of industrial production (Platschek et al., 2015b). A simple Gilbert-Elliotts model can describe these highly correlated impulse disturbances in a bursty channel with a Markov chain (Platschek et al., 2015b).
In the classical decoding algorithm, an interleaver is introduced to solve the problem of channel noise correlation (Barbulescu and Pietrobon, 1994). The interleaver scrambles the sequence order through interleaving and then converts the burst error in the transmission process into random error, which is the error type “preferred” by the classical decoding algorithm and has a high error correction probability for this type of error. However, in the production process of an intelligent factory, the control instruction is short packet transmission (Ho et al., 2021). For the interleaving of short packets, the interleaved sequence may experience the same channel condition (Barac et al., 2013; Zhan et al., 2021). At the same time, the introduction of interleaver will introduce a large time delay, which cannot meet the requirements of high reliability and low time delay communication.
Guessing Random Additive Noise Decoding (GRAND) is a noise-centered algorithm, which may meet the requirements of high reliability and low delay at the same time. As a general decoding algorithm to achieve channel capacity, many variants have been developed (refer to chapter 2) in order to resist the challenge of the strong correlation of channel noise under short packet conditions. GRAND-MO has the potential to become an effective decoding scheme. The GRAND-MO algorithm regards burst errors as common in discrete channels by querying the noise error patterns assumed in the Markov order (MO) (An et al., 2022). Compared with the classical channel coding and decoding algorithm, this algorithm considers the correlation of channel noise in principle, and the goal is to solve the channel noise rather than pay attention to the coding itself. The motivation of this study is shown in Figure 1.
[image: Figure 1]FIGURE 1 | Research motivation of this study.
The chapters of this study are arranged as follows: the first chapter mainly introduces the shortcomings of the traditional channel coding technology in the power supply and distribution process of intelligent factories and introduces the grand algorithm. The second chapter mainly introduces the related work on the GRAND algorithm in recent years. The third chapter introduces the basic strategy of the grand algorithm and the channel modeling of the GRAND-MO algorithm and introduces the mechanism of the original noise parameter ranking algorithm. In Chapter 4, the original noise parameter ranking algorithm is simulated. The results show that when the channel changes, there will be more times to search the noise parameters. The fifth chapter introduces the algorithm proposed in this study, the PSS-GRAND-MO algorithm, and describes, analyzes, and simulates it in detail. The sixth chapter summarizes the work of this study.
RELATED WORKS
The GRAND algorithm is a novel algorithm. Many decoding processes need to be designed. (Zhan et al., 2022) proposed an efficient noise pattern generation algorithm based on successive addition and subtraction. (An et al., 2022) queried the putative noise error patterns in the Markov order (MO). The GRAND-MO algorithm regards burst errors as a universal existence in discrete channels. It proposed the method to arrange the noise parameters in the noise parameter ranking process. (Abbas et al., 2021) gives and implements the VLSI hardware architecture of the GRAND algorithm, including each decoding process. The classical GRAND algorithm is decoded by hard demodulation information, while literature (Duffy and Médard, 2019) provides an extension of the GRAND algorithm. The algorithm name is SGRAND (Soft GRAND) algorithm, which contains soft detection symbol reliability information and is decoded by maximum likelihood decoding; (Solomon et al., 2020) evaluated the performance of SGRAND on CA polar code and compared its accuracy with CRC-assisted continuous cancellation list decoding (CA-CSL). (Duffy, 2021) makes further use of the advantages of SGRAND and retains the ideal parallelism of SGRAND in high-throughput hardware implementation, so as to form an ordered reliable bit GRAND (ORBGRAND) variant with better performance gain. (Condo, 2022) proposed an improved ORBGRAND mode scheduling. When used for 5G radio cyclic redundancy check auxiliary polarity code, the decoding complexity of the ORBGRAND algorithm is lower than that of the CRC auxiliary continuous cancellation list (CA-SCL) algorithm. By connecting with input distributed sensing (IDA) decoding (Condo and Nicolescu, 2021), ORBGRAND is extended to an optimized IDA-ORBGRAND algorithm, and its decoding complexity is reduced by 33%. At present, algorithms derived from GRAND have entered different application fields (Duffy et al., 2020; An et al., 2021; Solomon et al., 2021).
The GRAND algorithm opens up a new possibility for the URLLC requirements of any short code and high-speed code, and its performance varies with the order of noise error modes. From the perspective of feasibility, the most serious challenge at present is to generate noise error patterns more effectively (Condo et al., 2021). (Abbas et al., 2020; Abbas et al., 2022) have enhanced their error correction ability by reordering the ORBGRAND algorithm, where the noise error mode is output by the logic weight. Another noise error pattern generation algorithm is described in (Condo et al., 2021), and the noise error pattern can be calculated by the previous error pattern.
At the same time, the optimization goal of the aforementioned literature is to optimize the noise error mode, and the original noise parameter ranking algorithm is still used. The literature (Yiqian et al., 2019) pointed out that the channel of the industrial scene has time variability. Manipulators, forklifts, cranes, robots, and other equipment will cause channel time-varying, resulting in Doppler frequency offset; second, component to component mobility exists in industrial scenes, which will lead to occlusion effect; finally, in the case of moving objects or antennas, rapid conversion between LOS and NLOS channel conditions may occur. This study focuses on the arrangement of noise parameters in the GRAND-MO algorithm, and proposes a noise parameter ranking algorithm for predicting symbol strings, we call it PSS-GRAND-MO. When compared with the previous noise parameter ranking algorithms, when encountering time-varying channels, it can more efficiently match the noise error mode and improve the coding performance. Table 1 shows the channel type applications of different algorithms based on GRAND. Different from other studies, this study takes into account the time-varying channel. At the same time, in order to maintain the excellent performance of the decoding algorithm in a non-time-varying channel, the PSS-GRAND-MO algorithm is proposed.
TABLE 1 | Contributions of this study.
[image: Table 1]BASIC STRATEGY OF THE GRAND-MO ALGORITHM
In principle, the impulse noise in the channel is considered in the GRAND-MO decoding algorithm. Its essence is to remove the noise in the channel to obtain a pure codebook, and then carry out the subsequent codebook decoding operation.
The communication architecture based on the GRAND-MO decoder for power system automation is shown in Figure 2. Consider a short packet input sequence as
[image: image]
[image: Figure 2]FIGURE 2 | Communication architecture of the GRAND decoder for power system automation.
In Eq. 1, N is the package length. After being encoded by the channel encoder, the output is
[image: image]
It enters the wireless channel after modulation by the modulator. At this time, the noise added to the channel of the intelligent factory is mainly the additive Gaussian white noise with serial pulse interference, which is defined as
[image: image]
The data generated by the demodulator through hard demodulation is
[image: image]
The relationship between Eq. 2—Eq. 4 is shown as
[image: image]
Defining [image: image] as XOR
The GRAND-MO decoder generates the noise error mode through the noise parameters and defines the noise error mode as
[image: image]
The noise error mode is calculated with the demodulated data to obtain the coded estimation sequence, as shown in the following equation:
[image: image]
The coding estimation sequence can be solved by
[image: image]
The coding estimation sequence obtained by the GRAND-MO decoder is compared with the codebook C. If it meets the codebook sequence C, it is judged that the decoding is successful and the sequence is output.
[image: image]
The calculation process is shown in Eq. 10. The structure of the GRAND-MO decoder is shown in Figure 3.
[image: image]
[image: Figure 3]FIGURE 3 | Structure of the GRAND-MO decoder.
In GRAND-MO, because the channel has memory, a two-state Markov chain can be used to describe the intelligent factory environment channel, as shown in Figure 4. Among them, the small noise interference leads to a hard decision. The good state of accurate decision is G, corresponding to the symbol ″0″ in Z. Large noise interference leads to hard decision error. The bad state of decision is B, corresponding to the symbol ″1″ in Z. The probability of the channel changing from a good state to a bad state is b; in a good state, the probability of maintaining a good state is 1-b; the probability of changing from bad state to good state is g; in a bad state, the probability of maintaining a bad state is 1-g.
[image: Figure 4]FIGURE 4 | Channel state transition diagram.
Because the Markov chain has time homogeneity, its k-step transition probability matrix is shown as
[image: image]
When [image: image], Eq. 12 can be derived from Eq. 11.
[image: image]
Let the initial probability values of states g and b be 1-p and P. Then, the steady-state probability matrix is as shown in the following equation:
[image: image]
From Eq. 13, the steady-state turnover probabilities are derived as
[image: image]
[image: image]
wherein Eq. 14 is the steady-state probability that the channel is in a good state, and Eq. 15 is the steady-state probability that the channel is in a bad state.
According to the knowledge of probability and statistics, the length of a ″1″ string in an interference sequence obeys geometric distribution. The correlation coefficient is 1-b-g. Both b and g can be measured through channel perception and edge computing. Set the noise parameter combination as [image: image], where m is the number of ″1″ symbol strings in the Z-interference sequence (one ″1″ symbol is also a special ″1″ symbol string) and [image: image] is the total number of ″1″ symbols in the z-interference sequence. Considering that in the sequence with a total number of digits of N, the number of ″1″ symbol strings is m and the number of ″1″ symbols is [image: image]. There are three scenarios, and their statistical probabilities are as follows:
Scenario 1: if the beginning and end of the interference sequence are ″0″ strings, the probability of this scenario is
[image: image]
Assuming that the length of the noise sequence is N, the number of ″1″ symbol strings is m, the number of ″1″ symbol is lm, and both ends of the sequence are 0, then the number of ″0″ symbol strings of the sequence must be 1 more than the number of ″1″ symbol strings. Therefore, the number of ″0″ symbol strings is [image: image]. g is the probability of state transition, that is, the probability of changing from a ″1″ symbol string to a ″0″ symbol string. After removing the initial ″0″ element, there are m ″0″ symbol strings. Then its probability is [image: image]. Since the steady-state transition probability has been obtained from the previous text, it is [image: image], [image: image] and [image: image] are the bad state persistence probability and the good state persistence probability, respectively, which can be understood as the same symbol probability as the first bit except for the first bit of the ″1″ or ″0″ symbol string. Similarly, since the number of ″1″ symbol strings is m, the probability of m ″1″ symbol strings is [image: image]. Multiply the aforementioned parameters to obtain Eq. 16, which is the same as the following.
Scenario 2: if the start or end symbol string in the interference sequence is a ″0″ string and the other place is a ″1″ string, the probability of this scenario is
[image: image]
Scenario 3: if the start and end symbol strings in the interference sequence are ″1″ strings, the probability of this scenario is
[image: image]
In reality, when the channel condition is good, the steady-state flip probability [image: image], i.e., [image: image]. When the channel has memory, i.e., positive correlation, the correlation coefficient is greater than 0, so that [image: image]. Therefore, under the same combination of noise parameters, the statistical probability ranking of the three scenarios is
[image: image]
From Eqs. 16–18, in the ranking of noise parameter combination, the ″1″ symbol string is the same, and the more the number of ″1″ symbols, the lower the statistical probability. The number of ″1″ symbols is the same, and the more the number of ″1″ symbol strings, the lower the statistical probability. When there is a combination of two parameters, each party has more parameters than the other party and fewer parameters than the other party, specific analysis is required. The literature (Barac et al., 2013) proposed taking [image: image] as the standard, calculate how many symbols should be compensated for if the symbol string is different by 1, so as to make the probability of the combination of the two parameters equal. Mark the difference between the number of ″1″ symbols as [image: image], the expression is shown in Eq. 20. Because the channel has memory, so [image: image], for the convenience of sorting, it is generally rounded down.
[image: image]
The sequence diagram of noise parameter combination is shown in Figure 5. The parameter combinations are sorted with the arrows. The combinations before the arrows are in the front, and the combinations after the arrows are in the back.
[image: Figure 5]FIGURE 5 | Schematic diagram of the noise parameter sorting algorithm.
The ranking of noise parameters is to put the greater statistical probability in front so that the decoder can find the corresponding combination of noise parameters faster, so as to complete the decoding operation faster and achieve the low delay communication index. Therefore, the noise parameter ranking algorithm is very important. It is defined that the search times for the decoder to find the noise parameter combination is the number of steps, the English variable is [image: image], the total number of noise parameters is M, and the noise parameter combination in the real interference sequence is [image: image]。The noise ranking matrix is
[image: image]
The larger the [image: image], the fewer times the decoder needs to search for the correct combination of noise parameters, and the greater the delay. The smaller the [image: image], the fewer times the decoder needs to search for the correct combination of noise parameters, and the smaller the delay. The following mainly measures the performance of searching noise parameters based on this index.
[image: image]
After the noise parameters are determined, the ″1″ symbol string and the number of ″1″ symbols can be obtained, and the noise error pattern can be generated through arrangement and combination. e.g., If [image: image] = [image: image], which means the number of ″1″ symbol strings is 4, and the number of ″1″ symbols is 8. Now we can “guess” how the “1” symbols are distributed in a finite sequence. Our “guess” method is to list all possible noise combinations under the condition of the noise parameter in a permutation and combination way so that the ″1″ symbol string and the ″0″ symbol string are alternately embedded, and then the noise error pattern is generated.
NOISE PARAMETER RANKING ALGORITHM BASED ON STATISTICAL PROBABILITY
In the GRAND-MO decoding algorithm, because there are multiple code words in the codebook space and there is a minimum distance between code words, there will also be a decoder that decodes and outputs the wrong codebook. Therefore, it is necessary to sort the noise error modes, so that the decoder can decode and output with the correct code word as much as possible. In order to achieve this goal, the noise parameters need to be sorted.
Eqs. 17, 18 evolved from Eq. 16, so Eq. 16 is analyzed. There are two main situations of channel:
1) If the channel parameters b and g differ greatly, i.e., [image: image], then the in steady-state turnover probability [image: image] and [image: image] exists obvious preference, i.e., the initial value has a high probability of appearing in a good state. At this time, the sorting algorithm in the literature (Platschek et al., 2015b) has a good effect;
2) If the channel parameters start to change, the channel parameters b and g have little difference, and [image: image]. Then the steady-state turnover probability [image: image] and [image: image] is relatively close, the probability of the initial value of the sequence appearing in the good state and the bad state is close. If it appears in the bad state, there is a probability of [image: image] to continue the bad state at this time, as a result, there are more ″1″ symbols. At this time, if the original sorting algorithm is still used, there will be a larger number of search steps.
The distribution of ″1″ symbol number and symbol string number in cases 1) and 2) are shown in Figure 6 (a); the comparative relationship between the distribution of search times ([image: image]) in the two cases is shown in Figure 6 (b). It can be seen that in case (1), most sequences only need to be searched once, and the delay at this stage is low. However, in case (2), the search times are widely distributed within 90 times. If the original algorithm is still used to sort and search at this time, it needs to spend a large number of search times to search the corresponding noise parameters, resulting in a waste of computing resources, and it is easy to find the wrong codebook and decode the output. Therefore, it is necessary to find a more efficient algorithm to sort the noise parameters more effectively, so that in all cases in time-varying channels, the search can be completed with lower delay and computing resources, and the correct code word can be output.
[image: Figure 6]FIGURE 6 | List of “1” symbol string distribution and search times. (A) Distribution of “1” symbol number and symbol string number. (B) Distribution of search times.
NOISE PARAMETER RANKING ALGORITHM OF THE PREDICTION SYMBOL STRING ALGORITHM
In order to reduce the number of searches and increase the accuracy of code word output, a noise parameter ranking algorithm for predicting symbol strings is proposed in this study. First, the noise parameters are predicted as the best noise parameters, then the original ranking matrix is reordered based on the best noise parameters, and finally, a new noise parameter ranking method is obtained.
Prediction of the Noise Parameter
It is known that the length of serial error ″1″ in interference sequence Z follows the geometric distribution with a mean value of [image: image] and variance of [image: image], and the ″0″ symbol string follows the geometric distribution with a mean value of [image: image] and variance of [image: image]. The ″1″ symbol string in interference sequence Z is always alternately chimed with the ″0″ symbol string, which mainly includes the following three scenarios:
Scenario 1: the start and end bits of the arrangement is "0"; scenario 2: the start or end bit of the arrangement is "0"; scenario 3: the start and end bits of the arrangement is "1".
The three cases correspond to different numbers of "0" symbol strings. In order to simplify the algorithm, it is assumed that the number of "0" symbol strings and "1" symbol strings are equal in noise mode S. [image: image] is the predicted value of the "1" symbol string, which can be obtained by the following equation:
[image: image]
Eq. 23 describes a symbol string composed of one "1" symbol string and one "0" symbol string and the number of such symbol strings in a short packet. According to the aforementioned assumptions, there are as many "1" symbol strings as there are combined symbol strings in the short packet.
After the predicted value of the "1" symbol string is obtained, the predicted value of the number of "1" symbols can be obtained, as shown in the following equation:
[image: image]
Design of the Reordering Mechanism
After the predicted noise parameter combination [image: image] is obtained, take it as the initial value, and then sort the noise combination.
The reordering mechanism should consider the ergodicity of noise parameters and the robustness of the sorting algorithm, that is, it also has a performance similar to the original algorithm under a small steady-state turnover probability. Taking the packet length of 20 as an example, the mechanism has three scenarios, representing different search approaches:
1) Before the sorting is completed, the noise combination [image: image] is sorted first. At this time, the remaining noise combinations are ranked in the order of near to far from the predicted noise parameter combination. The sorting order is shown in Figure 7.
2) Before the sorting is completed, the rightest noise combination is sorted first. At this time, the remaining noise combinations are ranked in the order of near to far from the predicted noise parameter combination. The sorting order is shown in Figure 8.
3) The predicted noise combination is in the middle, ranking to {0, 0} in the (M-1)-th time and rightest combination in the M-th time. The sorting order is shown in Figure 9.
[image: Figure 7]FIGURE 7 | Scenario 1 noise parameter ranking diagram.
[image: Figure 8]FIGURE 8 | Scenario 2 noise parameter ranking diagram.
[image: Figure 9]FIGURE 9 | Scenario 3 noise parameter ranking diagram.
Steps of the PSS algorithm
The steps of the PSS noise parameter sorting algorithm are shown in the following, and its structure is shown in Figure 10. The contribution of this study is to add the red module in Figure 10.
[image: Figure 10]FIGURE 10 | Structure of the GRAND-MO decoder using the PSS algorithm.
Algorithm 1. PSS Algorithm. 
[image: FX 1]
Performance Comparison of the Noise Parameter Ranking Algorithm
The noise parameter ranking algorithm based on the prediction symbol string proposed in this study is compared with the original algorithm under the conditions of case 1 and case 2, as shown in Figure 11. It can be seen that the search frequency distribution of the algorithm proposed in this study is close to that of the original algorithm in case 1. Under the condition of case 2, the search number distribution of the proposed algorithm is smaller than that of the original algorithm, that is, it can spend fewer times to search to obtain the corresponding combination of noise parameters and reduce the decoding delay.
[image: Figure 11]FIGURE 11 | The distribution curves are compared.
Taking multiple values for b and g, and judge the effectiveness of the algorithm by simulating the influence of the average search times under the condition of multiple steady-state flip probabilities, as shown in Figure 12 When the steady-state flip probability is low, the search performance of the original algorithm is equivalent to that of the algorithm proposed in this study. As the steady-state flip probability gradually increases, when the steady-state flip probability exceeds 0.25, the search times of the original algorithm rise rapidly. The algorithm proposed in this study leads 1–14 times in the average search times, and the leading situation gradually increases with the increase of the steady-state flip probability. Therefore, this algorithm has better search performance than the original algorithm.
[image: Figure 12]FIGURE 12 | Comparison of average search times.
Without losing generality, assuming that g is greater than b in the channel, the search times of the two algorithms corresponding to different combinations of channel parameters are simulated and compared. The results show that when the channel parameter b is less than 0.5, the average search times of the PSS algorithm are equivalent to that of the original sorting algorithm with the change of the channel parameter g. When b is greater than 0.5, the PSS algorithm is 5∼40 times ahead of the original algorithm with the change of the channel parameter g, as shown in Figure 13.
[image: Figure 13]FIGURE 13 | Comparison of average search times under different channel parameters.
At the same time, too many searches may find the wrong code word, which will lead to decoding errors. Combined with the algorithm in this study, the decoding performance of the BCH code (15,7) in guess decoder and the BM decoder under different channel parameters b and g is simulated. The smaller the channel parameter B, the greater the length of the string ″0″ in the error sequence; the larger g, the smaller the length of the string ″1″ in the error sequence, which represents the better channel condition. The results in Figure 14 show that the noise parameter ranking algorithm proposed in this study has better decoding performance under the same parameters.
[image: Figure 14]FIGURE 14 | Comparison of decoding performance of noise parameter ranking algorithm.
CONCLUSION
As a new decoding algorithm, the grand algorithm can effectively solve the short packet transmission problem of burst error channel, and then improve the reliability of the smart grid in the process of factory power supply and distribution. This study first analyzes the channel characteristics under serial impulse interference, constructs a Markov channel, and analyzes its steady-state flip probability. It points out that the original noise parameter ranking algorithm has the problem of more search times when the steady-state flip probability is large. The original algorithm is improved, and a noise parameter ranking algorithm for predicting symbol strings is proposed. Compared with the original algorithm, this algorithm has great advantages when the steady-state flip probability is large. When the channel parameter b is greater than 0.5, it can effectively reduce the number of noise parameter combination searches in time-varying channels. At the same time, when the channel parameter b is less than 0.5, it has the same performance as the original noise parameter ranking algorithm. Finally, simulation results show that the proposed algorithm can improve decoding performance. The research in this study provides a more effective noise error mode sorting strategy for the future GRAND-MO algorithm to reduce decoding delay and provides a basis for further optimizing noise error modes in the future. In the future, it will be jointly optimized with the noise bit error mode of the GRAND-MO decoder to comprehensively evaluate the decoding performance and continuously improve the decoding strategy.
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