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In this paper, an optimized boron-coated straw tube neutron multiplicity counter is used to simulate neutron multiplicity for six different shapes of weapons-grade plutonium samples. It was found that under the point model equation, the mass simulation results for samples of different shapes showed different degrees of negative deviations with increasing mass, and the deviations increased with increasing mass. On this basis, the reasons for the deviation are analyzed and a multilayer perceptron is introduced, and three counting rates and preset qualities of samples of different qualities under six shapes are trained. The results showed that the multi-layer perceptron could better fit the relationship between the counting rates of different shapes and the preset quality. The sparrow search algorithm was introduced to optimize the initial weights and thresholds of the multilayer perceptron, and the optimized model was used to predict another four samples of different shapes. The results show that the optimized multilayer perceptron can better fit the relationship between the counting rate and the mass of samples with different shapes. When the sample mass is less than 3 kg, the relative deviation of the three counting rates for samples with four shapes to the sample mass prediction is less than 2%, which meets the requirements of neutron multiplicity measurement.
Keywords: boron-coated straw tube, neutron multiplicity, plutonium sample mass property measurement, multilayer perceptron, sparrow search algorithm
INTRODUCTION
The rapid development of the nuclear security field has more demand for neutron multiplicity counters, but the international production of 3He gas is decreasing, and new alternative products are emerging, among which the boron-coated straw tube is a new type of neutron detector to replace 3He, which has its unique advantages over 3He gas (Lacy et al., 2009). Some experimental studies on neutron multiplicity measurement using boron coated straw tubes have been carried out internationally. The results show that the performance of neutron multiplicity counting can approach or even exceed 3He (Lacy et al., 2014; McElroy, 2015).
Analytical equations for neutron multiplicity measurements based on the point model were originally proposed by Bohnel, where the most important assumption is that all neutrons are emitted from a single point with the same energy and probability of induced fission (Böhnel, 1985), such an assumption simplifies the derivation of the equations, but for plutonium metal samples and large mass, high-density plutonium oxide samples, the assumptions on the neutron multiplication of the samples are significantly different from reality and can lead to significant mass analysis bias (Krick et al., 2005a). Because of this, different correction methods have been proposed by numerous scholars. Geist obtained correction factors for a generalized weighted point model for cylindrical samples by simulating and studying plutonium oxide samples with different mass, density, and high diameter ratios using the polynomial fitting, and compared them experimentally with the point model (Geist et al., 2004a). Geist and Krick simulated plutonium metal cylinders with different height/diameter ratios and masses, respectively, and performed multiple counting analyses to obtain correction factors and empirically determined calibration curves for neutron multiplication using the correction factors for geometrically similar plutonium metal samples (Geist et al., 2004b; Krick et al., 2005b). Krick also pointed out that the generalized calibration curves with weighting factors are valid for cylindrical geometry, but the bias correction will not be fully effective for different geometry (Krick et al., 2005b). The corresponding general correction equation obtained by Quanhu Zhang et al. by the polynomial fitting of several different shapes of cylindrical sample parameters reduces the measurement error to some extent (Zhang et al., 2020) but sacrifices a certain accuracy to achieve the generalized correction of the equation for different shaped samples. Xiaobo Liu et al. introduced a two-parameter iterative method for multiplicative correction based on the weighted point model. The method was validated by simulation experiments and experimentally verified for real metal plutonium parts. Using a pre-obtained set of correction factors, the method can greatly improve the bias in analyzing plutonium metal parts with geometry such as spherical, hemispherical, and spheres of unknown radius and thickness (Liu and Chen, 2021). Kaile Li et al. introduced a neural network to implement a method for rapid prediction of sample quality by three parameters and effectively reduce the error by a genetic algorithm (Li et al., 2021a).
In general, the proposed correction method improves the measurement accuracy of plutonium samples to a certain extent, but the calculation process becomes more complicated, and different correction methods are limited by the geometric shape. In the actual measurement, the shape of the sample is often unknown, so it is difficult to use an accurate correction model. In this paper, the trends of single, double, and triple counting rates of spherical, two different spherical shell shapes, and three different cylindrical shape samples at 100 g-3 kg were simulated and studied. A multilayer perceptron is introduced, and the three counts of six samples and the preset mass (the mass of plutonium material simulating spontaneous fission) are used for training. The sparrow search algorithm is introduced to find the initial weight and threshold to improve the prediction accuracy. Finally, the quality information of the other four shape samples is predicted on the trained model.
PRINCIPLE AND METHOD
Simulation of neutron multiplicity measurements
The analytical method for neutron multiplicity measurement of plutonium samples processes the neutron time information obtained from the detector through the multiplicity shift register to obtain the neutron multiplicity distribution of the sample and then calculates the singles, doubles, and triples count rates of the detector for the sample (Langner et al., 1998), and then solves for the mass according to the neutron multiplicity equation (Hage and Cifarelli, 1992), with the main equations as 1–3.
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where: vin and vsn denote the first, second, and third-order moments of spontaneous/induced fission, the plutonium isotope in the plutonium sample is usually equivalent to 240Pu for calculation (Langner et al., 1998). In this paper, the first, second and third moments of spontaneous fission and the first, second and third moments of induced fission are 2.15, 3.79, 5.21, 3.13, 8.13, and 16.89, respectively. ε, F0, m, M, α are detection efficiency, spontaneous fission rate, sample mass, neutron multiplication, and (α, n) emission rate, respectively. fd and fT are double and triple coincidence gate factors respectively and are calculated as:
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Where τ is the decay time of the detector, G and P are the coincidence gate width and pre-delay in the multiplicity shift registers respectively, the pre-delay is usually taken as 0 in the simulation, and the coincidence gate width is taken as 64 μs in this paper. The detection efficiency and recession time are calibrated in advance. The above equations combined with the three counting rates can calculate the equivalent mass of 240Pu in the sample, and then the sample isotopic abundance is measured according to the γ detector to achieve the measurement of the sample mass.
Simulation studies of neutron multiplicity
The boron-coated straw tube structure used in this paper is referenced from the literature (Klausz et al., 2019), a cluster-type straw tube consists of 7 base tubes as shown in Figure 1, each base tube is coated with 1 μM thick 90% 10B abundance B4C on the inner wall, and the tube length is 50 cm. The detector system is referenced from AWCC (Canberra, 2005) for the rest of the dimensional structure except for the detector tube. 200 cluster-type straw tubes are used to arrange inside it, and the arrangement is optimized as shown in Figure 2. 3 mm spherical 252Cf source was calibrated to obtain detector detection efficiency and recession time of 28% and 64 μs, respectively.
[image: Figure 1]FIGURE 1 | Schematic diagram of the structure of cluster-type straw.
[image: Figure 2]FIGURE 2 | Optimized straw tube detector layout.
Simulated of different shape samples were performed using this detection system. The simulated sample material composition is US DOE 3013 WGPu (McConn et al., 2011), Its composition is 0.05%238Pu,93.5%239Pu,6%240Pu,0.4%241Pu,0.05%242Pu. The simulated 10 sample shape parameters are shown in Table 1, shape samples 1-6 are used to analyze the measurement bias and train the multilayer perceptron, and samples 7–10 are used for conclusion testing.
TABLE 1 | Sample parameters of shape 1–10.
[image: Table 1]The simulation process is divided into two parts. The first part is to simulate the neutron time information of the sample detected by the detector, and then process this information. The simulation detector detects plutonium samples using MCNP program, the density of plutonium sample is 19.84g/cm3, the simulation 10B neutron capture using F8: N combined with FT8 CAP 5010 card, neutron capture counting PTRAC card, neutron source using built-in SF card, record the time of each neutron disappearance. After establishing the model and setting the sample information, the neutron capture time information can be obtained by running. The processing of the operation data is carried out by MATLAB, and the neutron time information detected by the detector is obtained by further processing of all the emitted spontaneous fission and induced fission neutrons. It is worth noting that in the process of MATLAB, due to the influence of random numbers in the computer, the neutron time information obtained each time is different, which is also different in the actual measurement, but when the amount of data is large enough, these effects can be reduced to an acceptable range. Refer to (Langner et al., 1998) for subsequent processing.
The detector structure shown in Figure 2 was built in Monte Carlo software, and simulations were performed for each 100 g mass of shape samples 1-6 at 100 g-3 kg mass, and 10 different masses were selected for each of samples 7–10 at 100 g-3 kg. In neutron multiplicity measurements, the effect of statistical rise and fall is usually reduced by increasing the measurement time. In this paper, the simulation time is set to 200 s, and the spontaneous fission of the sample is simulated in a Monte Carlo program to obtain the neutron capture time detected by the detector. The neutron multiplicity equation is substituted into the singles, doubles, and triples counting rates to obtain the mass, neutron multiplication, and (α, n) emission rate of the sample.
ANALYSIS OF RESULTS AND IMPROVEMENT
Point model equation results analysis
The average Singles, Doubles, and Triples of different shaped samples with different masses simulated 20 times respectively are plotted in Figure 3.
[image: Figure 3]FIGURE 3 | Variation of three count rates with mass for different shapes. (A) Singles. (B) Doubles. (C) Triples.
Based on the three count rates of the six shaped samples at different masses in Figure 3, it appears that the shape has the least effect on the singles count rate and a greater effect on the doubles and triples count rates, especially at large masses. The three count rates simulated for samples of shapes 1-6 at different masses were calculated by the neutron multiplicity equation of the point model to obtain the sample mass information. In order to observe the effect of statistical rise and fall on the calculated masses, the simulated were repeated 20 times for the same mass sample and the calculated results were plotted as in Figure 4 and the relative deviation of their simulated masses from the preset masses was plotted as in Figure 5.
[image: Figure 4]FIGURE 4 | Simulated mass of different shaped samples.
[image: Figure 5]FIGURE 5 | Mass simulated deviation of different shaped samples.
As can be seen from Figure 4, 5, the deviations simulated for different shapes of samples at the same mass are different. It was found long ago that such deviations originate from the variable neutron multiplication, which corresponds to different neutron multiplicities for different shapes at the same mass. The relative deviation of the calculated neutron multiplication from the actual neutron multiplication for the six shapes of the samples is plotted in Figure 6.
[image: Figure 6]FIGURE 6 | Relative error of neutron multiplication with mass for different shapes. (A) Shape 1-3 samples. (B) Shape 4-6 samples.
As can be seen from Figure 6: Shapes 1, 2, 4, 5, and 6 samples have similar multiplicity trends in error variation, and the calculated neutron multiplication is higher than the actual value, which also leads to similar trends in the calculated mass values for these shapes of samples. The trend of estimated deviation change for shape 3 is slower compared to the other ones, and the estimation error is the smallest, which directly leads to the existence of a smaller deviation in its simulated mass. The relative error between the calculated and actual values of neutron multiplication for the different shape samples has an overall increasing trend, leading to an increasing deviation of the calculated m-value with increasing preset mass.
Multi-layer perceptron
Since its error comes from the simplification assumed in the point model, we hope to get more accurate m values based on single, double, and triple count rates. Here, we introduce the multilayer perceptron model, whose structure is shown in Figure 7. The number of nodes in the hidden layer is chosen to be 7 according to the empirical formula, the input is the singles, doubles and triples count rates, the output is the preset quality, and the training times, learning rate and target error are set to 2000, 0.01 and 0.001, respectively. The gradient descent method is used to find the corresponding weight threshold to make the model continuously fit the training data.
[image: Figure 7]FIGURE 7 | Multi-layer perceptron model.
Samples of shapes 1-6 are increased by 100 g each time on the basis of 100 g, up to 3 kg, and the same shape mass sample is repeatedly simulated 20 times without distinguishing sample shapes anymore, and the singles, doubles, and triples count rates of the simulation results and the corresponding preset masses are used as training data for the multilayer perceptron to obtain the trained model. Shape samples No. 7–10 are within 100 g-3 kg, Three counting rates of each shape-quality sample are repeatedly simulated 20 times as test data. The trained model is used to predict the corresponding mass of the three counting rates of the training data and the test data, and the relative deviation is calculated, which is plotted as shown in Figure 8.
[image: Figure 8]FIGURE 8 | Multi-layer perceptron predicts quality deviations. (A) Training Data. (B) Test Data.
As seen in Figure 8A: the introduction of the multilayer perceptron model can better fit the relationship between the three count rates and the masses of the shape samples 1-6 at 100 g-3 kg. As seen in Figure 8B: the trained model predicts the mass of approximate shapes and the accuracy can reach 3% within 100 g-3 kg, which is a very effective improvement compared to the point model calculation results, and the simulation results seem to show that the effect brought by different shapes on the mass can be neglected. However, for shape 8, a further increase in sample mass may lead to an increase in error.
Sparrow search algorithm optimization
Although the deviation of the predicted masses from the actual values by the multilayer perceptron model reaches a low level, it can satisfy the application of neutron multiplicity to the metallic plutonium mass properties. However, it is worth noting that the initial weights and thresholds are usually randomly generated when training the multilayer perceptron, leading to incomplete consistency in the results of each training, which is due to the gradient descent method, which is not always able to find the global optimal solution. To solve this problem, the sparrow search algorithm is introduced to randomly generate the initial population of sparrows as the weights and thresholds of the multilayer perceptron, and the optimal initial values are continuously searched for using the iterative method (Li et al., 2021b). The training process takes the mean square error of the prediction quality as the fitness value, the maximum number of iterations is set to 100, and the fitness value of the search process of the sparrow search algorithm changes as shown in Figure 9. The mean square error in Figure 8A are 1871.6 and 469.93, respectively.
[image: Figure 9]FIGURE 9 | Sparrow search algorithm adaptation value change.
As seen in Figure 9: the sparrow search algorithm can effectively reduce the mean square error of the training data and make the fit of the three count rates and masses in the training data more compatible. Using the optimal population value in the optimization process as the initial value of the multilayer perceptron, the training data in Figure 8 is trained again, and the results are kept consistent each time. The trained model was used to predict the training data and test data separately, and the prediction deviations were plotted as in Figure 10.
[image: Figure 10]FIGURE 10 | Predicting quality deviation after optimizing multi-layer perceptron. (A) Training Data. (B) Test Data.
As seen in Figure 10: Optimizing the multilayer perceptron model using the sparrow search algorithm can effectively reduce the fitting error and predict the sample quality more accurately by the values of the three count rates. The mean squared errors in Figures 10A,B are 341.42 and 418.89, respectively. The results show that the trained multilayer perceptron model can fit the three count rates versus mass for samples of shapes 1-6 at different masses with an accuracy of more than 1%. It can predict the sample mass using three count rates for samples of shapes 7–10 within 100 g-3 kg with an accuracy of more than 2%. The results have a good ability to apply neutron multiplicity properties.
CONCLUSION
To address the problem of large negative deviations in the measured sample masses with increasing masses when measuring metallic plutonium materials by the neutron multiplicity method in nuclear arms control verification, the introduction of a sparrow search algorithm to optimize the model of the multilayer perceptron could be a better solution. The multiplicity distributions of six shaped samples at 100 g-3 kg mass were simulated, and the corresponding singles, doubles, and triples count rates were calculated. The three counting rates of the six shape samples are trained with the corresponding preset quality information of the multilayer perceptron, and the three counting rates and qualities of the other four samples with little difference in shape are tested with the trained model. The results show that the multi-layer perceptron model optimized by the sparrow search algorithm can well fit the relationship between count rate and mass for six different shaped samples, and the sample mass can still be well predicted by the three count rates with a prediction error of no more than 2% when the shapes do not differ much, which has some research value in neutron multiplicity measurement. In addition, the generalization ability of the multilayer perceptron to sample shapes can be improved by increasing the variety of shape samples in the training data. Since the multilayer perceptron model needs to normalize the data, the three count rates and masses of the predicted samples cannot exceed the maximum and minimum values in the training data, which has some limitations and can be solved by increasing the quality range of the training data in practical applications.
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