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Frequent geopolitical events have reduced the stability of natural gas supply and caused drastic price fluctuations, which poses a new challenge to the natural gas consumer market. To improve the anti-risk ability of the natural gas industrial market, this study constructs a new customer value portrait framework to discern the industrial customer value based on different types of behavioral features and the emerging trends of the natural gas market. Specifically, we rediscover the value composition of natural gas industrial customers and establish a set of indicators to reflect the customer value in different dimensions with mixed data types. Then, a visualizable customer value classification model has been established by combining Gower’s dissimilarity coefficient with the PAM clustering algorithm. To ensure the accuracy of the clustering results, the optimal number of clusters is determined by gap statistics and elbow point, and the average silhouette method is used to detect the clustering effect as well as used in misclassified sample identification. To verify the applicability of the model, we used a certain amount of natural gas industrial customer data from a large state-owned oil and gas enterprise for application analysis and effectively divided customer value into three groups, demand-serving, demand-potential, and demand-incentive, according to their value characteristics and behavioral features. The results indicate that the framework proposed in this study can reasonably reflect and better characterize natural gas industrial customers’ value with different types of behavioral feature data, which can provide technical support for big data smart natural gas consumer marketing.
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1 INTRODUCTION
Natural gas plays a significant role worldwide as well as in China, which can be used as a transitional energy source to mitigate climate change and reduce pollution, since it produces 50% less CO2 emissions than coal and 30% less emissions than oil (Howarth, 2014). Natural gas is usually used in different sectors, such as residential, industrial, and commercial, but the industrial customer accounts for the highest proportion (Farzaneh-Gord et al., 2012; Farzaneh-Gord et al., 2013; Farzaneh-Gord and Rahbari, 2018). In China, the use of natural gas is leading to an era full of opportunities and challenges under the background of globalization, accelerating energy transformation, complexity of the geopolitical environment, trial of energy security, and, especially, the balance between the downside pressure of dual-carbon goals and the need to maintain its economic development (Li, 2022). In early studies that focus on natural gas in China, domestic consumption was considered important by scholars. Later, it was proven that companies deserved more attention because they consumed much more natural gas than families (Nikolaidis et al., 2009). In the last few years, with the ownership unbundling of natural gas pipelines and storage facilities, the upstream gas suppliers have paid more attention to the downstream consumer market, and the competition among gas supply companies in the end-consumer market has become increasingly fierce; the market-oriented transaction mechanism will play an essential role for China to achieve a large-scale and efficient national allocation of new energy (Zhou et al., 2022). How to differentiate gas supply services to attract more customers according to customer characteristics has become a key concern to gas sellers. According to the China Natural Gas Development Report, in 2021, nearly 373 billion cubic meters of natural gas were consumed, that is, up to 12.7 percent year on year. In the natural gas consumption category, industrial fuels make up the bulk, which has become the core driving force of natural gas consumption growth, and industrial customers have become the main consumers. Therefore, accurately identifying the natural gas industrial customer demand characteristics and explicitly giving the industrial customer value portrait, which is of great significance to increase the comprehensive revenue of gas suppliers, enhance market competitiveness and optimize resource allocation.
With the continuous development of new technologies such as Internet and Big Data, customer classification technology, represented by customer profiling technology, has become a focus for companies in various fields to carry out differentiated marketing services. This study presents a data-mining approach to characterize the natural gas consumption behavior of industrial customers, which can visually demonstrate the characteristics of various customers' gas consumption behaviors and provide a basis for gas suppliers to differentiate their marketing services accordingly. Specifically, we summarize the current research status of the customer value-based profiling technology in the natural gas industrial sector and use big data modeling methods to build a value portrait of natural gas industrial customers. Our study could provide differentiated marketing strategy suggestions for gas sales operators based on the customer value profiling results.
Previous studies on customer value assessment are mainly divided into two categories. On the one hand, from a qualitative perspective, exploring the composition of multidimensional attributes of customer value and conducting comprehensive customer value assessment by constructing a customer demand characteristics index system, which is mainly applied to customer segmentation practice, is necessary. On the other hand, from the perspective of quantitative research, the use of mathematical methods to directly account for the currency value of customers, which is mainly used for customer value prediction, is also vital. The results predicted by those methods helped build a regional distributed energy system which could reduce emissions, reduce power consumption, and increase the safety and reliability of power grids (Hou et al., 2021). This study is centered on the construction of the value evaluation system for large industrial customers of natural gas and the classification of customer value based on customer portrait techniques. Due to the variety and diversity of data, it was hard to find out the relationships between daily phenomenon and data, but it was much easier with the help of clustering methods (Doğan, 2018). Clustering could be used to divide customer groups (Vieira et al., 2018), test habits (Garcia et al., 2017), and analyze user needs (Yang et al., 2015). CVIs (cluster validity indices) and PFCM (possibilistic fuzzy C-means algorithm) could be used to predict behaviors of the natural gas distribution network and nodal gas consumptions (Askari et al., 2015). Faced with complicated standards and needs, the PPFCI (projection pursuit fuzzy clustering model) technique was developed by combining the projection pursuit model with a fuzzy clustering iterative model (Wang and Yang, 2021). CFCM (causal fuzzy C-means) could effectively improve the scheduling accuracy and reduce the gas diffusion (Jin et al., 2018). A neuro fuzzy multivariate algorithm was developed to estimate accurate gas consumption with noisy inputs (Azadeh et al., 2013). By analyzing the data and consumer behaviors, the connection between them could be found (Beckel et al., 2014), and an accurate feature-based portrait classification could be made (Stephen et al., 2014). Dividing the samples into different groups helped distinguishing types of different features; thus, the behavioral features of different groups could be found and used to optimize resource allocation (Li, 2022). Prediction of the demand of resources by clustering can get suppliers better prepared (Rahim et al., 2019). Onur (2021) applied the intuitionistic fuzzy C-mean clustering algorithm (IFCM) to the natural gas industry to cluster and analyze consumption data of gas-using companies and develop a visual calendar diagram for corporate natural gas consumption behavior research. In addition to traditional clustering algorithms, data mining and machine learning algorithms in artificial intelligence have also been applied to customer segmentation by most scholars. Data mining could be helpful for gas consumption predictions (Palinski, 2018; Stuivenvolt-Allen and Wang, 2019). Then, the results of clustering and data mining could be used to make accurate customer portraits. Customer portraits distinguished the features of different customers and could be used to better optimize the resource allocation and response to demands (Guan et al., 2021; Chen et al., 2022). In order to effectively handle multidimensional attribute data of electric power customers and improve customer classification performance, an electric power customer classification method based on the symmetric uncertainty of feature subset generation and integrated learning was proposed to generate redundant and significant feature sets and to make customer classification decisions based on these significant feature sets (Piao et al., 2019). Dui et al. (2020) proposed an iterative decision tree (ITDT)-based customer classification method in the study of telecommunication service target customer classification, which extracts customer consumption features to effectively identify student and non-student customer groups by modeling and analyzing customer communication data provided by telecommunication operators. When faced with resource-consuming customer classifications, data mining worked well in transforming data into behavioral classifications (Cominola et al., 2019; Kang and Reiner, 2022) and could even reduce energy consumption by improving energy efficiency (Shan et al., 2022).
There are some studies on customer value assessment and customer segmentation in industrial fields such as the electric power industry; however, similar research studies on natural gas consumers are not abundant. Due to the exclusivity of electric power–customer relationships, electric power industrial customers have a single consumption choice, while natural gas customers have a variety of consumption choices due to its own commodity, which means the natural gas industry has a variety of accessible suppliers due to the storable nature of the commodity and the development of the LNG market, so there are fundamental differences in the customer value composition and customer segmentation between the two industries. In addition, the aforementioned studies rarely consider the inclusion of the customer industry-type attribute in the construction of a comprehensive customer value assessment system, and the difference in the demand behavior between customers in different industries directly affects the consumption behavior of customers and thus the accuracy of customer classification results. In addition, former studies do not take the influence of mixed data-type indicators of the clustering algorithm in implementing customer value segmentation techniques into consideration and cannot provide a similarity measure involving multiple data-type indicators.
To solve such problems by designing a model that works well in the aforementioned situations, this study developed a new framework of consumer classification and portrait evaluation, thus achieving the goal of accurately classifying industry consumers of natural gas in China by the following innovative aspects.
(1) We rediscover the value composition of natural gas industrial customers and establish a set of indicators to reflect the customer value in different dimensions with mixed data types.
(2) A visualizable customer value classification model has been established by combining Gower’s dissimilarity coefficient with the PAM clustering algorithm for better customer classification.
(3) A three-category natural gas industrial customer classification based on user value portrait was developed and was further put forward for the corresponding marketing suggestions.
Our study is closely related to the current natural gas market situation. To verify the applicability of the model, we used a certain amount of natural gas industrial customers’ behavioral feature data from a large state-owned oil and gas enterprise. The results indicate that the framework proposed in this study can reasonably reflect and better characterize the natural gas industrial customers’ value with different types of behavioral feature data, which can provide technical support for big data natural gas consumer smart marketing.
The remainder of this article is organized as follows. Section 2 elaborates on the construction of the customer value evaluation system and the customer value segmentation model for the natural gas industry. Section 3 presents the application of the model and the empirical analysis of the model using several natural gas industrial customers. Section 4 presents the value portrait and differentiated marketing services of different natural gas industrial customers, and Section 5 concludes the article.
2 MODEL CONSTRUCTION
2.1 Customer value assessment model
2.1.1 Natural gas industrial customer value composition
The current customer value classifications among finance, logistics, retail, and other industrial parameters are basically based on the concept of customer lifetime value, which divides customer value into current value and potential value from the perspective of time and then is subdivided into four indicators of profit contribution, cost occupation, loyalty, and creditworthiness to characterize customer value. In terms of a natural gas industrial customer, the end-consumer markets are mainly characterized by competition among three large state-owned oil and gas companies, i.e., CNPC, SINOPEC, and CNOOC. With the advent of perfectly competitive LNG resources, some large-scale industrial customers have a variety of gas purchase options. Therefore, stability and loyalty have now become important indicators in assessing the value of natural gas industrial customers. Moreover, with the continuous attention of the society to corporate social responsibility, the reputation and social responsibility will also affect customer value. Although customer value is reflected in all aspects, in this article, we refer to other studies on the value assessment of China’s power industry customers, combined with the actual situation of the natural gas industry; the value of large industrial customers of natural gas is described in Figure 1.
[image: Figure 1]FIGURE 1 | Value composition of natural gas industrial customers.
As shown in Figure 1, the value of a natural gas industrial customer consists of two aspects: currency value and non-currency value. In terms of currency value, it consists of the current economic value and potential economic value, which represent the scale and growth rate, mainly characterizing the direct economic benefits brought to gas supply enterprises by customers' current and future gas consumption behavior during the statistical period, i.e., the currency value of customers. In terms of non-currency value, we call it the orderly gas consumption value and social responsibility value. In the case of orderly gas consumption value, it consists of safety and stability value, and the demand response value, i.e., the safety and stability for an industrial customer of natural gas and the degree of customers' enthusiasm to participate in the regional gas peaking plan of gas supply enterprises and their contribution to demand response. As for the social responsibility value, it contains the contract and credit value, and the sustainable development value. The contract and credit value represents the degree of compliance and customer loyalty value of gas customers in signing transaction contracts with gas supply enterprises, while the sustainable development value is assessed from the perspective of the external environment of the gas-using enterprise and the social responsibility undertaken by the enterprise and is mainly divided into the value of energy-saving contribution and the value of sustainable development potential.
2.1.2 Indicators of customer value assessment
In order to ensure the scientific accuracy and operability of customer value segmentation modeling, quantifiable segmentation variables need to be selected to measure and evaluate the two aspects of the value composition of large natural gas industrial customers. The selection of segmentation variables is based on the principles of independence, scientificity, measurability, typicality, and comprehensiveness, to ensure the operability of the segmentation process and the accuracy of the results. By using the literature induction method and combining the existing data of relevant gas supply enterprises, this article selects the segmentation variable indicators of each value dimension and constructs a gas customer value assessment index model, as shown in Figure 2, and the meanings and data types of each sub-indicators are shown in Table 1.
[image: Figure 2]FIGURE 2 | Evaluation system of natural gas industrial customer value.
TABLE 1 | Meaning of sub-indicators.
[image: Table 1]2.1.3 Processing of assessment indicators
In order to reduce the impact of autocorrelation between redundant segmentation indicator variables on the final value assessment results of large industrial customers of natural gas, the aforementioned indicator system needs to be further revised and streamlined before conducting data analysis and modeling.
2.1.3.1 Remove the invalid indicators
The missing value ratio method assumes that when a data column contains some missing values, it is less likely to contain useful information. Therefore, in order to ensure the usefulness of the information contained in the segmentation variable indicators in the index system, data columns with missing values greater than a certain threshold can be eliminated. In this study, if there are too many missing values in the sub-indicators, it signifies that the indicators lack the support of actual business data and violate the principle of measurability and operability of indicator selection and should be eliminated.
2.1.3.2 Eliminate indicators with low discrimination
The low variance filtering method assumes that if the values of a column in the dataset are essentially the same, i.e., its variance is very low, the low variance data column carries very little useful information and cannot satisfy the basic condition that there is a clear distinction between different objects in the values of the indicator. In practice, the indicator of sample variance is used to measure each segmentation variable indicator, and the calculation method is shown in Eq. 1.
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where [image: image] denotes the variance of each indicator variable and [image: image] and [image: image] denote the sample value and mean value of each variable, respectively. According to the principle of low variance filtering, the smaller the variance of a subdivided variable indicator, the weaker its ability to contain useful information, and the indicator variables with smaller variance can be deleted according to the calculation results. Since this method is not applicable to categorical variables, only numerical and binary variable indicators are further reduced in this article, and the indicator data need to be standardized before the operation in order to reduce the influence of the magnitude.
2.1.3.3 Eliminate indicators with high correlation
High correlation filtering considers that if two indicator variables are highly correlated with each other, they have similar trends and may carry similar information. Such variables can lead to a reduction in the performance of the classification model, so the correlation between independent numerical variables can be calculated, and when the correlation coefficient exceeds a certain threshold, the indicator variable with high correlation with the target variable is usually chosen to be retained, and the other indicator is excluded to achieve the indicator simplification goal. In this article, Pearson’s correlation coefficient is used to measure the correlation between indicator variables, which is calculated as shown in Eq. 2.
[image: image]
where [image: image] denotes Pearson’s correlation coefficient; [image: image] and [image: image] denote the sample mean and sample standard deviation, respectively; and [image: image] is the sample size.
2.2 Customer value classification model
The customer value classification model mainly uses the clustering algorithm to rate the value of natural gas industrial customers. Because of the proposed indicators contain multiple data types in the customer value assessment model, a visualizable customer value classification model has been established by combining Gower’s dissimilarity coefficient with the PAM clustering algorithm.
2.2.1 Dissimilarity of indicators
Measuring the similarity or dissimilarity among data objects is the basic work of cluster modeling analysis, and the segmentation index variables selected in this study contain a variety of mixed types of data, such as numerical, nominal, and proportional data, so the traditional methods of measuring dissimilarity of data objects cannot be well-applied (Gower, 1971). In this article, we propose to use the [image: image] dissimilarity coefficient to measure the phase dissimilarity of nominal, ordinal, and binary data in the segmentation index variables.
Gower’s dissimilarity coefficient assumes that the dataset contains [image: image] type variables, and the dissimilarity between data objects [image: image] and [image: image], [image: image], is defined as shown in Eq. 3.
[image: image]
where [image: image] is the number of variable types, [image: image] is the variable, [image: image] is the dissimilarity between the data objects [image: image] and [image: image] under the variable [image: image], [image: image] is the variable indicator, [image: image] takes 0 if [image: image] or [image: image] data do not exist (no measurement for the object [image: image] or the variable [image: image] for the object [image: image] ), or [image: image], and if the variable [image: image] is an asymmetric binary variable, conversely, [image: image] takes 1. The variable [image: image] calculates the direct dissimilarity between the objects [image: image] and [image: image] with respect to its specific data type in the following steps: 1) if the variable [image: image] is a binary or symbolic variable, if [image: image], then [image: image] and vice versa [image: image]; 2) if the variable [image: image] is an interval-valued variable, then [image: image], where [image: image] is the range of all possible value changes for the variable [image: image]; 3) if the variable [image: image] is a sequential variable or a proportional numeric variable, the variable can be converted using a method such as logarithmic conversion, and then the converted variable is treated as an interval numeric variable for calculation.
2.2.2 Optimal number of clustering
Cluster analysis is an unsupervised learning tool, and most clustering algorithms generally require a pre-determined number of clusters; different numbers of clusters are passed to the algorithm and the final output results will vary, so how to determine the optimal number of clusters becomes an urgent problem to be solved before conducting cluster analysis in this study. Tibshirani et al. (2001) proposed the [image: image] method to solve the problem of determining the optimal number of clusters, which is basically defined as follows.
A sample dataset containing [image: image] mutually independent observations, with each observation being [image: image], [image: image]. The dataset is clustered into [image: image] classes, denoted as [image: image], representing the sample points belonging to the [image: image] class, and [image: image] represents the number of observations belonging to the [image: image] class. The sum of the distances between two observations in the [image: image] class is shown in Eq. 4.
[image: image]
Eq. 5 defines an in-group offset [image: image]:
[image: image]
The interval statistic [image: image] is defined as in Eq. 6.
[image: image]
where [image: image] represents the expectation for the reference dataset [image: image].
The basic idea of the interval statistics method is to compare the expected value of the reference dataset with the observed dataset so that the value of [image: image] with the fastest decrease in [image: image] is used as the optimal number of clusters. The reference dataset is usually the mean distributed data with a sample size of [image: image] generated by sampling within the range of values of the study sample using the Monte Carlo algorithm.
In actual practice, determining the optimal number of clusters is also carried out by the [image: image] method and the average contour method. The [image: image] method considers the within sum of squares ([image: image]) as a function of the number of clusters, and since [image: image] measures the compactness of the clusters, it seeks to minimize [image: image] as much as possible. Based on this, the [image: image] method to determine the optimal number of clusters is defined as follows: assuming that the dataset is divided into [image: image] classes, for each [image: image], the [image: image] is calculated and the corresponding [image: image] curve is plotted, and the inflection point in the curve is usually considered the optimal number of clusters. Similarly, the average contour coefficient is calculated by averaging the contours of observations with different [image: image] values, and maximizing the number of average contours within the possible range of [image: image] is the optimal number of clusters. In order to avoid a single method being used to determine the optimal number of clusters, which affects the accuracy of clustering results, this study intends to test the determination of the optimal number of clusters by combining the aforementioned three methods for analysis.
2.2.3 PAM clustering algorithm
The main purpose of building a customer classification model based on customer value is to classify and rate the value of large industrial customers of natural gas by choosing a suitable clustering algorithm. The K-means clustering algorithm has the advantage of being simple and fast and is widely used in the field of clustering analysis. However, this algorithm is sensitive to outliers in the sample because it is based on the sample mean, and extreme customer sample points can affect the accuracy of this algorithm in the actual customer segmentation practice. Thus, an improved K-means algorithm, the partitioning around medoids (PAM), has been created and applied in clustering. In the PAM clustering algorithm, we can select the actual observations in the sample as the cluster centers and optimize the new cluster centers by calculating the minimum value of clustering from each point in the class cluster to all other points except the cluster center when modifying the cluster centers. Based on this feature, the PAM makes up for the shortcomings of the K-means which is sensitive to sample noise and isolated points and makes the clustering model more robust. The customer sample information in this study is a mixed data-type attribute, and the PAM clustering algorithm can combine the [image: image] dissimilarity coefficient for clustering analysis with mixed data samples, which is more suitable for dealing with customer segmentation studies of mixed data than K-means clustering. The specific idea of the PAM clustering algorithm is as follows: 1) random selection of [image: image] observations as centroids; 2) calculation of the distance of the sample to each centroid at [image: image]; 3) assigning each observation to the nearest centroid; 4) calculation of the total cost of the distance from each centroid to each observation; 5) selection of a non-center point and swapping it with the center point and repeating steps 3) and 4); and 6) choosing the solution with the lowest total cost of distance from the center point to the observation and repeating steps 3), 4), and 5) until the center point no longer changes. The flow chart of the customer value classification algorithm based on the PAM clustering algorithm is shown in Figure 3.
[image: Figure 3]FIGURE 3 | Flow chart of the PAM clustering algorithm.
2.2.4 Clustering result examination
In order to test the cluster result of the classification model, this study used Rousseeuw’s contour coefficient ([image: image]) for examination (Rousseeuw, 1987), which combines both cohesion and separation to evaluate the operational effectiveness of the clustering algorithm on the basis of the same data. The basic principle of the contour coefficient is as follows: 1) calculating the average distance of sample [image: image] to other samples in the same category [image: image]; [image: image] is called the intra-cluster dissimilarity of sample [image: image] and the smaller [image: image] is, the more the sample [image: image] should be classified into that category; 2) calculating the average distance of sample [image: image] to all samples of another class [image: image]; [image: image] is called the dissimilarity of sample [image: image] to cluster [image: image]. Let the separation of sample [image: image] be [image: image], i.e., the inter-cluster dissimilarity of sample [image: image] is the minimum value of the average distance from this sample to all samples of all other clusters. The larger [image: image] is, the less the sample [image: image] belongs to other clusters; and 3) based on the intra-cluster dissimilarity and inter-cluster dissimilarity of the sample, the contour coefficients are defined as shown in Eq. 7.
[image: image]
The range of the contour coefficient is [−1, 1] and when the contour coefficient is close to 1,this indicates that the sample [image: image] is reasonably clustered, while when the contour coefficient is close to −1, this indicates that the sample [image: image] is misclassified and should be divided into clusters that are closer together. If the contour coefficient is close to 0, this indicates that the sample [image: image] is at the boundary of two clusters. The mean value of the contour coefficients of all samples is called the contour coefficient of the clustering result, which is a measure of whether the cluster is reasonable and valid. The range of the contour coefficient of clustering results is [−1, 1], and the larger the value, the closer the similar samples are to each other, and the farther the different samples are from each other, the better the clustering effect.
2.3 Customer value portrait procedure
Based on the natural gas industrial customer value assessment and classification model, we give the specific process of the natural gas industrial customer value portrait, as shown in Figure 4.
[image: Figure 4]FIGURE 4 | Process of the natural gas industrial customer value portrait.
Our natural gas industrial customer value portrait includes the value categories of a customer and the value dimension depiction of five aspects. According to the customer value portrait, an optimal marketing plan can be formulated to achieve the purpose of precision marketing. Moreover, when a new industrial customer appears in the market, we can easily get the value portrait of the new customer by inputting the relevant data of the new customer and making comparative analysis with existing industrial customers in our established model framework and then making corresponding marketing plans to establish a better customer relation.
3 PRACTICAL APPLICATION ANALYSIS
In order to verify the practicability of the model, this study collected a certain amount of data on natural gas industrial customers from a large state-owned oil and gas enterprise. The model is implemented using R language version 4.1.2 and programmed on the RStudio platform.
3.1 Data collection
Based on the established natural gas industrial customer value assessment model, we collected 19 indicators of each customer. Considering the availability of data, this study has collected 76 natural gas industrial customers’ value characteristic data from a large state-owned oil and gas enterprise.
Based on the customer value assessment model, the derived data were sorted, and the indexes were simplified by applying the missing value ratio method, low variance filtering, and high correlation filtering in turn. After data cleaning, 21 samples with more missing values of indicators (missing ratio >80%) and a total of 55 large natural gas industrial customers were selected for analysis finally. Additionally, according to the processing of assessment indicators, the high missing rate of indicators [image: image] and [image: image] are removed, the indicator [image: image] with zero or low variance is deleted, and the indicator with high correlation [image: image] is removed according to the correlation coefficient between indicators calculated by Eq. 2. Finally, the streamlined dataset is obtained to provide data preparation for the PAM clustering algorithm.
3.2 Clustering analysis
Based on the selected natural gas industrial customers, we further performed the clustering analysis. First, for the approximate dataset, the distance between samples is calculated according to Eq. 3 to complete the measure of mixed-attribute dissimilarity in the sample objects. Then, the interval statistics of the approximately parsimonious dataset were calculated by applying Eqs 4–6 in turn, and the [image: image] and average contour plots were drawn to determine the optimal number of clusters; the results are shown in Figure 5.
[image: Figure 5]FIGURE 5 | Optimal number of clusters in different methods.
As shown in Figure 5, when [image: image] is taken as 6, interval statistics takes the maximum value. When [image: image] is taken as 3, the decreasing trend of [image: image] becomes obvious. When [image: image] is taken as 2, the average contour coefficient is highest. Combining the aforementioned results and the actual characteristics of the sample data, [image: image] is chosen as the optimal number of clusters.
The determined optimal number of clusters [image: image] was passed to the PAM clustering algorithm for cluster analysis, and the clustering results are shown in Figure 6.
[image: Figure 6]FIGURE 6 | PAM clustering effect.
The PAM clustering effect was tested by applying Eq. 7 to calculate the contour coefficients of each cluster, and the contour coefficients of each cluster are plotted in Figure 7.
[image: Figure 7]FIGURE 7 | PAM clustering contour coefficient.
As shown in Figure 7, after PAM cluster analysis, the sample points with customer IDs 451, 126, and 79 were used as cluster centroids to classify large industrial customers of natural gas into three categories based on value assessment indicators, with the first category containing 29 customer samples, the second category containing 13 customer samples, and the third category containing 13 customer samples. From an overall perspective, the average contour coefficient of each cluster of clustering results reaches 0.22. Specifically, the average contour coefficient of the first category is 0.25, that of the second category is 0.12, and that of the third category is 0.28. The overall clustering effect is less satisfactory, indicating that some samples have incorrect clustering results. When the misclassified samples are found, we put those whose values are more ambiguous in the closest classification, while those that are close to the boundary point are classified into the glass industry. In terms of individual samples, there are samples with negative contour coefficients in all three clusters, as shown in Figure 7. By accurately identifying the misclassified samples with negative contour coefficients for re-clustering and classifying the customer value ratings, the classification of customer value is achieved.
4 PORTRAIT RESULTS AND DISCUSSION
4.1 Portrait result analysis
According to the customer value portrait modeling analysis, the natural gas industrial customer groups contained information of six types, i.e., glass, steel, ammonia, methanol, aluminum, and ceramics. The value level and typical characteristics of natural gas industrial customers’ value portrait are summarized in Table 2.
TABLE 2 | Typical characteristics of different customers’ value.
[image: Table 2]Based on the modeling results, the customers’ value is rated into three levels. First, one-star customers are demand-motivated customers. Second, two-star customers are demand-potential customers. Third, three-star customers are demand-service customers. The number and percentage of different natural gas industrial customer value levels are shown in Figures 8–11.
[image: Figure 8]FIGURE 8 | Number of natural gas customers by the value level.
[image: Figure 9]FIGURE 9 | Number of natural gas customers by industrial categories.
[image: Figure 10]FIGURE 10 | Percentage of natural gas customers by the value level and categories.
[image: Figure 11]FIGURE 11 | Radar chart of natural gas customer value distribution.
4.2 Suggestions for marketing
By modeling and profiling the value of large industrial customers of natural gas, combined with specific marketing practices, the following differentiated marketing services are proposed for the three types of demand-based customers.
First, the one-star customers are demand-motivated customers. One-star customers are characterized by a small gas demand and a large number of customer groups, and the marketing service priority of these customers is the lowest. Gas suppliers should actively establish a customer gas incentive system while maintaining basic services in their marketing services and can explore the gas demand of these customers in specific ways such as a gas point system to stimulate the gas demand of these customers.
Second, the two-star customers are demand-potential customers. The main difference between two-star customers and three-star customers is that the volatility of gas consumption varies widely among these customers, followed by high price sensitivity, lower maximum affordable gas prices, and medium priority for marketing services. Therefore, it is recommended that gas suppliers should grasp the seasonal fluctuations of customers’ gas consumption in addition to normal marketing services and increase gas supply services during the peak season to explore the gas demand potential of this group. At the same time, since most of the customers in this group are interruptible gas customers, they can be encouraged and guided to actively participate in the demand response programs of gas supply companies so as to bring into play the value of peaking and make this group of customers a potential customer group for future cooperation with gas supply companies.
Third, the three-star customers are demand-service customers. According to the value characteristics of three-star customers, they are the most valuable customers of gas suppliers and have the highest priority in marketing services. Gas suppliers can establish individual customer demand management systems for these customers, set up special marketing staff to provide specialist services, open green service channels, carry out regular gas delivery and maintenance services, consolidate and enhance service satisfaction and loyalty of large gas customers to gas suppliers through VIP personalized services, and increase customer viscosity.
5 DISCUSSION AND CONCLUSION
Customers are important assets of an enterprise, to some extent. Using big data modeling to explore the consumption characteristics of industrial customers and to conduct customer value profiling is helpful in identifying customers with value to the enterprise and in providing technical assurance to achieve the dual goals of maximizing enterprise profits and maximizing customer benefits. In this article, we take large industrial customers of natural gas as the research object, summarize the experience of value profiling of industrial customers in the electric power industry and other industries, construct a customer value assessment model and a customer value classification model in two steps, and conduct empirical analysis with actual consumption data of large industrial customers of natural gas. The findings of our research show that natural gas industrial customers can be divided into three groups: one-star, two-star, and three-star customers. The more stars a user has, the higher the performance. Although the number of three-star customers is not significant, they do deserve best service, and long-term trade with them is usually steady and profitable. Paying attention to two-star customers is a good choice as well because they have big potential. We also suggest that efforts on one-star customers should be limited.
The empirical results show that the model constructed in this article can achieve a reasonable rating and classification of customer value, and the customer portrait depicted based on the value characteristics of customer groups can accurately identify valuable industrial customers for gas supply enterprises. Based on the customer results combined with specific marketing practices, this article proposes differentiated marketing services for gas supply enterprises for various types of customers of different value groups, which is important for gas supply enterprises to improve market competitiveness, increase economic benefits, and improve customer relationships. However, there is still room for further development and improvement in the construction of the customer value assessment model and the customer portrait display. Subsequent research can focus on improvement and optimization of customer value segmentation techniques and big data platform-based customer value portrait display systems to better serve the specific marketing practice of gas supply enterprises.
This article realizes the value portrait of large industrial customers of natural gas by constructing a customer value assessment system and a customer value classification model in two steps; however, there are still some aspects of the research that need to be discussed and studied further. First, more corresponding customer business data to support the four levels of value indexes involving orderly gas consumption and sustainable development are needed to stress the importance of these indicators. In follow-up studies, researchers can further improve the customer value evaluation index system and reasonably balance the integrity and accessibility of data indicators to ensure the scientific nature of customer value evaluation. Second, the weights of each indicator can be unequally treated because they have different effects. Also, subsequent research can adopt intelligent algorithms for indicator appointment to improve the model performance. Third, in consideration of the expansion of the customer scale, the stability and credibility of our framework should be further tested. We hold the opinion that our framework can work well under different situations like a bigger market with more customer information. Hopefully, a more detailed and concrete framework that can better assess customer value can be built with the support of bigger data. Finally, we can also consider trying fuzzy clustering, hierarchical clustering, and other clustering algorithms or data mining class algorithms for technical improvement as clustering methods or robust test methods in order to improve the credibility of the customer value hierarchical classification model.
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