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Non-intrusive load monitoring (NILM) is one of the important technologies in
home energy management and power demand response scenario. However, the
presence of multi-mode appliances and appliances with close power values have
affected in diminishing the accuracy of identification based NILM algorithms. To
tackle these challenges, the work proposes a resident load decomposition
method combining multi-scale attention mechanism and convolutional neural
network. At the first stage, the attention scores of the normal load data at the
previous few moments of the attention model are smoothed dynamically against
the abnormal scores at the current moment. The load identification attention
model is optimized by constraint factors. Then, on this basis, convolution filters of
different sizes are used to model the mixed load data of different electrical
equipment, to mine more abundant characteristic information. Finally, to
illustrate the proposed processes and validate its effectiveness, taking the
PLAID data set as an example, the method proposed in the article is compared
with respect to the existing NILM techniques. The experimental results show that
the method based on the multi-scale attention mechanism in this paper can
greatly improve the effect of load decomposition. Moreover, it reduces the
confusion problem of electrical appliance identification with similar load
characteristics.
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1 Introduction

With the expansion of smart energy service scenarios on the customer side, load
monitoring of resident has become a key factor in interactive energy use and demand
response (Afrasiabi et al., 2020). Relying on load monitoring, the energy consumption details
of various electrical loads of users can be unearthed. Furthermore, it can realize the
understanding of user energy needs to stimulate the value creation and improvement of
customer-side electricity data.
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1.1 Related work

NILM was first proposed by Harts more than 30 years ago (Hart,
1992). Compared with “near-load” installation of sensing equipment
for the intrusive load monitoring (ILM) technology, NILM only needs
to measure and analyze the voltage, current and other information at
the entrance of the power load. Various load categories, harmonics,
energy consumption and other load characteristics within the user can
be obtained (Wittmann et al., 2018). At present, NILM has become a
key technology to realize the Energy-Internet. It has received
widespread attention from researchers in related fields.

NILM performance indicators were divided into two categories.
They were about indicators on event detection and indicators on
electrical power consumption (power estimation). Low-frequency
loads used the steady-state characteristics of electrical appliances,
based on their own unique operating mode. Low-frequency data
need observe the complete operating cycle. More households or
more appliances were needed to train the generalization ability of
the model. With the advancement of sensing technology and storage
technology, high-frequency load data can be obtained. Some
researchers used the idea of distinguishing power load events to
identify the start-stop state of electrical appliances (Azizi et al.,
2020). The power consumption of electrical appliances was further
estimated by the state. Themore representative algorithms were hidden
Markov and its variants (Kim et al., 2011; Kolter and Jaakkola, 2012;
Wu et al., 2021). (Makonin et al., 2016) used the hiddenMarkov model
(HMM) to decompose low-frequency load data into state encoding and
decoding problems. In (Kong et al., 2018), a NILM solution based on
segmented integer quadratic constrained planning was studied. The
work proposed an efficient solving algorithm using the improved
HMM. To consider the impact of multi-feature fusion, the V-I
trajectory was studied to be a distinct load feature and
demonstrated to be with efficient identification (Hassan et al., 2014).

With the development of machine learning, various optimizations
based NILM approaches have been proposed (Monteiro et al., 2021).

Especially with the successful exploration and practice of deep
learning in the field of speech recognition (Wu et al., 2017; Cui
et al., 2020), researchers have introduced it into NILM and achieved
some results (Kelly and Knottenbelt, 2015). By using automatic
encoder architecture to treat the NILM task as a noise reduction
problem (Bonfigli et al., 2018), the robustness of decomposition in the
presence of noise was improved. By data mining algorithms, such as
convolutional neural networks (CNN), (Xiang et al., 2022), got rid of
the shackles of power load event monitoring. The work directly
extracted a unique load characteristic map to achieve fast and
effective load resolution. (Zhang et al., 2018; D’Incecco et al.,
2020). proposed a migration learning method that aggregated time
series to points. It combined deep neural networks to predict the
power consumption of equipment at a certain point/period of time.
The existing research has achieved great satisfaction in the academic
aspects. However, due to the limitations, such as the measurement
accuracy of the NILM data and the accuracy and efficiency of the
algorithms, it still need continue to improve for practical application.

1.2 Contributions

In response to above analysis, this paper tries to address the
application gap with following solutions. Finally, the proposed
method is applied for a United Kingdom household. Specifically,
following contributions are highlighted.

• The paper proposes a resident load decomposition method
based on multi-scale attention mechanism and CNN. This
work introduces constraints to optimize the attention model.
It smooths out the abnormal scores that may be generated by
the attention model at the current moment.

• A load decomposition model with dynamic smooth
constraints is constructed. In this way, the extraction and
attention to the key characteristics of the load can be realized.

FIGURE 1
The schematic diagram of non-intrusive monitoring system.

Frontiers in Energy Research frontiersin.org02

Dai et al. 10.3389/fenrg.2023.1091131

https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://doi.org/10.3389/fenrg.2023.1091131


On this basis, in order to mine richer load characteristic
information, convolution filters of different sizes are used
to model the mixed and superimposed load data of various
electrical appliances at multiple scales.

• The proposed model and approach are verified by both PLAID
(Gao et al., 2014) dataset and UK-DALE dataset from different
countries, proving the effectiveness of feature utilization and
achieving remarkable NILM decomposition accuracy.

2 Related technologies

2.1 NILM system

NILM collects information such as current, voltage, and power at
the entrance of the power supply. Through the analysis of the
electricity consumption information, the operation of each load in
the electricity consumption network can be learned. In order to obtain
themodeling of household electrical equipment, it usually involves the
collection and processing of data. It also includes the process of
extracting information about the characteristics of different types of
events and the identification of load characteristics. Finally, the output
results are used for specific business applications. The schematic
diagram of its structure is shown in Figure 1. Household smart
meter is a relatively basic type of metering device. Usually, the
accuracy of household electrical energy measurement is Level 1
(the measurement error does not exceed ±1%).

2.2 Theoretical basis of attention
mechanism

The attention mechanism (T Luong et al., 2015) filters out key
areas by quickly scanning global information. Then these focused
areas are invested in more attention resources. This allows a larger
weight to be allocated to pay attention to the details of the target,
while weakening other useless information. At present, the attention
mechanism (AM) has gradually developed into one of the hottest
core technologies in deep learning tasks.

In the recognition detection task, the model based on the AM
converts the input sequence X � (x1, x2, . . . , xi, . . . , xm) to the
output sequence Y � (y1, y2, . . . , yj, . . . , yn). xi is the ith feature
vector.m is the input sequence dimension. yj is the jth output vector.
yj corresponds to one or more xi.

The encoding process is as follows. The input feature sequence X
is encoded into vectors H suitable for the AM.

H � h1, h2, . . . , hi . . . , hm( ) � f X( ) (1)
where f (·) is the encoding calculation.H∈Rd is the encoded output. d
is the encoded output dimension. hi is the encoded output sequence
at the ith time.

The AM process is as follows. Attention score aj at j moment is
determined by the encoder, j−1 moment decoding and j−1 moment
attention score.

aj � A H, sj−1, aj−1( ) (2)

FIGURE 2
Non-intrusive load decomposition model of resident by MSAM.
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where A is the attention calculation part. sj−1 is the decoder state at
the time of j−1. aj−1 is the attention score of j−1 moment.

The integration of aj andH further obtains the new input vector
tj of the decoder.

tj � ∑m
i�1
ai,jhi (3)

The decoding process is as follows. tj, sj−1 and oj−1 are obtained
by decoding and output oj at the time of j.

oj � g oj−1, sj−1, tj( ) (4)
where g (·) is the decoding calculation. oj∈Rz is the output sequence
at time j. z is the output dimension.

3 Non-intrusive load decomposition
method

Electrical appliances with different working principles, such as
rotating motors, heater, electronic frequency conversion equipment,
etc., have different current and voltage characteristics. Moreover, the
high-frequency data contains richer and easy-to-identify high-
overlap load characteristics. Therefore, in this work, the high-
frequency current and voltage sampling data of the appliances
are used as a unity to form a two-dimensional image. The CNN
is further used to mine the correlation between composite images
and power characteristics. The use of AM can focus on key areas in
the image to improve the accuracy of NILM recognition.

3.1 Convolutional neural network based on
attention mechanism

In the AM part, the CNN is used to manipulate the attention
scores of the current and voltage images at the previous time (that is
the j−1 time) to obtain lj.

lj � F*aj−1 (5)

where F is the convolution window, and its size is k. * represents the
convolution calculation.

Use lj, sj−1, and hi to calculate the score ei,j corresponding to the
ith frame at time j.

ei,j � vT tanh Wsj−1 + Vhi + Uli,j + b( ) (6)
where vT is the transpose of the offset of the AM. The matricesW, V,
and U represent the weights of decoding, feature vectors, and
attention scores after convolution operations, b stands for bias.

The calculation results of Eq. 6 are normalized to facilitate the
output of load identification.

ei,j � vT tanh Wsj−1 + Vhi + Uli,j + b( ) (7)
where, 0≤ ai,j ≤ 1, ∑n

i�1ai,j � 1.
From the above, it can be seen that when calculating the

attention score, there are no constraints in the process. There is a
greater probability of outlier values in the attention score. The load
that is focused on at adjacent times has a large deviation. It affects
the accuracy of load decomposition.

In order to solve the problem of abnormal attention scores, a
multi-scale attention model is proposed in this paper. Firstly, the
normal attention score of the first rmoments is used to constrain the
score of the current moment. The attention score âi,j after being
restrained is obtained by Eq.8.

âi,j � ∑r−1
k�0

âi−k,j−1⎛⎝ ⎞⎠ai,j (8)

where âi,j−1 is the attention score value of the previous time.
In order to coordinate the degree of âi,j−1 influence for the first r

load information, the restraint factor uj is used to dynamically control.

uj � Φ sj−1, tj−1, yj−1( ) (9)

whereuj is the result of the calculations of sj−1, tj−1, and yj−1.Φ is a shallow
neural network model with an output activation function of Sigmoid.

The first r attention scores are smoothed by the weight
coefficient constraints of Eq. 9 to obtain a new attention score.

TABLE 1 Distribution of the samples.

Number Appliance Total sample Training sample Testing sample

1 AC 92 64 28

2 CFL 173 121 52

3 Fridge 46 32 14

4 Hairdryer 156 109 47

5 Laptop 163 114 49

6 Microwave 135 95 40

7 Washing machine 26 18 8

8 Bulb 117 82 35

9 Vacuum 35 25 10

10 Fan 114 80 34

11 Heater 37 26 11
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FIGURE 3
Typical voltage-current image of common household appliances. (A) Fridge; (B) Air conditioner.

FIGURE 4
Identification results of different algorithms in the training set. (A) MSAM; (B) HMM; (C) Clustering; (D) V-I trajectory; (E) CNN.
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âi,j
* � ∑r−1

k�0
âi−k,j−1uk,j

⎛⎝ ⎞⎠ × ai,j (10)

Finally, the Eq. 7 is used to normalize the result of Eq. 10.

3.2 Non-intrusive load decomposition
model of multi-scale attention mechanism

In order to consider the modeling of appliances of different
load, the work uses convolution cores of different scales for the
two-dimensional images of current and voltage to operate.

lj � Fm*âj−1,m � 1, . . . ,M (11)

The difference between Eqs. 5, 11 is that the convolution part of
Eq. 11 uses M filters of different sizes. This represents sliding
windows of different sizes. It guarantees the effective
segmentation of load data of different sizes.

In the model of multi-scale attention mechanism (MSAM), the
result calculated by Eq. 11 is dynamically smoothed by Eq. 10. Then
the target vectors tm, j of different appliances models are obtained
from Eq. 3. For M different target vectors, shallow neural networks
are used to integrate and stitch. From this, a target vector t̂j with a
better expression of the load is obtained.

t̂j � Φ t1,j, t2,j, . . . , tm,j, . . . , tM,j{ }( ) (12)

The non-intrusive load decomposition model based on MSAM
is shown in Figure 2.

FIGURE 5
Identification confusion matrix of different algorithms in the testing set. (A) MSAM; (B) HMM; (C) Clustering; (D) V-I trajectory; (E) CNN.
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The basic steps are as follows.

1) A two-dimensional image composed of high-frequency sampling
data of current and voltage is used as input.

2) The two-dimensional image data is processed to obtain the
attention score of the previous time. The area of attention of
the previous time is obtained.

3) Multiple convolutional kernel filters of different sizes are used to
obtain the current moment attention score and construct load
models of different sizes.

4) Multiple scores after convolution are dynamically smoothed. The
abnormal score is eliminated and the initial target vector is obtained.

5) Multiple different target vectors are integrated and spliced. A
new target vector corresponding to the load of different
appliances is obtained, which is the load decomposition result.

4 Case study

4.1 PLAID dataset

In order to fully verify the feasibility and accuracy of the above
algorithm, the work uses the PLAID dataset for computational
analysis. The PLAID dataset (Gao et al., 2014) includes current
and voltage results sampled at a frequency of 30 kHz for 11 different
types of appliances in more than 56 households in Pittsburgh,
Pennsylvania, United States of America. Each set of samples
contains process data for transient and steady-state operation of
the equipment. Each type is represented by dozens of examples of
different brands/models. These categories correspond to 11 different
types of electrical appliances: air conditioners (AC), compact
fluorescent lamp (CFL), fridge, hairdryer, laptop, microwave,
washing machines, bulbs, vacuum, fan, and heater.

The dataset consists of a total of 1,094 samples. The training and
testing models of 11 types of electrical appliance samples are
randomly constructed in a 7:3 ratio. The specific distribution of
sample data is shown in Table 1. At the same time, for the
convenience of the following, the above-mentioned appliance
types are numbered in the order of 1–11.

4.2 Two-dimensional visualization of
current and voltage

In order to extract the two-dimensional characteristics, the work
adopts the voltage and current waveforms that are steady-state before

and after the load switching moment. Firstly, they are represented by
voff, von, ioff, and ion respectively. Then they are segmented. In order to
ensure the separation of voltage and current in the time domain, the
same initial phase angle must be guaranteed. In this paper, the fast
Fourier transform is used to calculate the phase angle of the basic
voltage. The sampling point with a phase angle of zero is used as the
initial sampling point (Wang et al., 2018).

Finally, the voltage and current of appliance can be expressed as
v = (voff + von)/2 and i = (ioff − ion) respectively. The two-dimensional
images of current and voltage can be regarded as load characteristics
in incremental form. It takes advantage of the difference between
two consecutive samples. Moreover, it satisfies the characteristic
addition term (Liang et al., 2010). The specific method of two-
dimensional graphical acquisition can refer to (Wang et al., 2021;
Xiang et al., 2022). Figure 3 shows a typical voltage-current image of
fridge and air conditioner respectively.

4.3 Evaluation criteria

Due to the imbalance between samples, the F-measure is used
to evaluate the classification performance (Makonin and
Popowich, 2015). This is done for each appliance type
separately. The true positives (TP), false positives (FP) and
false negatives (FN) of appliance, are summed for each testing
set. In the end, the average of all the F-a is taken, leading to the so-
called F-m.

pr � TP

TP + FP

re � TP

TP + FN

F−a � 2*pr*re
pr + re

F−m � 1
A
∑
a

F−a

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(13)

where TP represents the number of true values that are positive and
predicted values that are positive. FP represents the number of true
values that are negative and predicted values that are positive. FN
represents the number of true values that are positive and predicted
values that are negative. pr is the accuracy rate. re is the recall rate.
The value range of the metric F-a is 0–1 (if converted to %, it is
0–100). 1 (100) represents the best output of the model. 0 means that
the output result of the model is the worst. A is the number of all
electrical appliance types. A is 11 in the text.

4.4 Model parameters setting

In the encoding part of the AM model, a 3-layer Bi-directional
long-short term memory (BLSTM) network is used. There are
900 neurons in each layer. The decoding part is one layer long-
short term memory (LSTM) network. The number of neurons is
400. The activation function is RELU (rectified linear unit, ReLU)
function. In the MSAM, the number of neurons in the hidden layer
of the neural network model is 2048. The activation function is
Sigmoid. When calculating the attention score, after experimental

TABLE 2 Identification effect of different attention mechanisms.

Appliance MSAM/% AM/%

F-a Fridge 80.4 76.1

Washing machine 76.9 69.2

Vacuum 82.9 71.4

Heater 81.1 73.0

F-m 11 types of appliances 85.0 79.6
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comparison, the constraints of âi,j−1 for âi,j are obtained using the
first six sampled values.

The MSAM uses four convolution filters. The convolution
window sizes are 30, 60, 120, and 240 respectively. At the same
time, in order to facilitate the verification of the results, the method
proposed in this paper is compared with HMM, clustering model,
V-I trajectory model, CNN model.

5 Results analysis

The NILM decompositionmodel of theMSAM in this paper and
the recognition results of several other methods on the training set
are shown in Figure 4. Figures 4A–E represent the identification
results of SMAM, HMM, clustering, V-I trajectory, and CNN

respectively. In Figure 4, the numbers 1–11 correspond to the
11 kinds of electrical appliances in Table 1.

As can be seen, the F-m values of the MSAM, the HMM, the
clustering, the V-I trajectory, and the CNN are 86.57%, 70.97%,
68.11%, 80.11%, and 74.38%. In addition, for the F-a of each
appliance, it can be seen from Figure 4A that the identification
result for the washing machine (77.78%) is significantly lower than
the F-m. The results for other appliances are close to or significantly
higher than F-m. However, the decomposition accuracies of washing
machine in other models are only 40%–65%. The identification effect
of fridge, vacuum, and heater is not very good. From the distribution
in Table 1 Distribution of the samples, it can be inferred that in the
case of small samples, the MSAM mentioned in this paper can focus
on its load characteristics. By paying attention to the key information
of the load, the recognition effect can be improved to a certain extent.

FIGURE 6
Identification results of different algorithms for the UK-DALE Dataset House 1. (A) MSAM; (B) HMM; (C) Clustering; (D) V-I trajectory; (E) CNN.
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The constructed decomposition models are verified through
the testing dataset. Their confusion matrixes are shown in
Figure 5. In confusion matrix, the larger the value on the
diagonal is, the more the predicted value matches the actual
type. Therefore, the better the recognition effect is. From
studying Figure 5, it can be seen that the MSAM has the best
recognition effect. There are fewer types that are easily
confused. It can be shown from the distribution of the
identification results that compared with the other methods
mentioned in this article, the accuracies of washing machine,
fridge, vacuum and heater in other types of models are lower.
They are easier to confuse with each other. Because the working
principle of these four types appliance is similar to that of the
motor. The power load characteristics are not easy to
distinguish. So, their identification effect is not ideal.

Finally, the MSAM is compared with the ordinary AM model.
The work focuses on the identification effects of washing machine,
fridge, vacuum and heater (as shown in Table 2).

With the dynamic adjustment of the filter size, the characteristic
extraction of voltage and current by the proposed model is gradually
refined. The extracted power characteristics are enriched. Therefore,
the effect of recognition has also been greatly improved. Compared
with the traditional AM model, the F-m value of the method
proposed in this article has increased by 5.4%.

6 Application for UK-DALE Dataset
House 1

To further validate the advantages of our method, we apply it
to the UK-DALE dataset. The UK-DALE dataset consists of load
monitoring data from five United Kingdom households. The load
data of House 1 contains 16 kHz current and voltage sampling
values. Among them, the data from December 2012 to March
2014 are used to construct the model to get the decomposition
parameters. The results of the decomposition identification of
fridge freezer, kettle, Toaster, vacuum cleaner, CRT TV, oven,
and Laptop computer loads from April 2014 to December 2014 are
as shown in Figure 6. In addition, we calculated the Kappa
coefficient to measure the effectiveness of the classification in
Table 3. The higher the value of this coefficient, the higher the
classification accuracy achieved by the model. kappa coefficient
can be expressed in this way.

kappa � po − pe

1 − pe
(14)

Where, po= (Sum of diagonal elements)/(Sum of all elements in
the entire matrix). pe = [Σi(sum of the elements in Line i)*(sum of
the elements in Column i)]/(Σ all the elements of the entire
matrix)2.

From the results, MSAM method of load decomposition for
House 1 has a high degree of consistency with the actual situation.

7 Conclusion

In view of the low accuracy of NILM, this paper proposes a CNN
load decomposition method based on MSAM. The problem of
abnormal attention scoring in the traditional AM is analyzed. By
introducing constraints, the attention score of the previous moment
is dynamically smoothed. The adaptive optimization of the model is
realized. The high-frequency current and voltage sampling data of
appliance are used as a unity to form a two-dimensional image. The
NILM data is modeled by using convolution filters of different sizes
to explore the correlation between the composite image and the
power characteristics. Under the AM, the model automatically pays
attention to the key information of different appliance power load
data. By comparing the decomposition recognition capabilities of
different algorithms, it is verified that the recognition effect of the
algorithms mentioned in this paper is better. Especially for the types
of electrical appliances with smaller samples, the recognition effect
of the proposed algorithm has also been significantly improved. The
next research focus is to ensure the accuracy of NILM decomposition
and further improve the efficiency of the algorithm model. At the
same time, the feasibility of this model in the identification of low-
frequency power data will be actively explored.
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