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The digital economy and
corporate credit risk: An empirical
study based on Chinese new
energy enterprises

Min Su*!, Yu Duan*' and Yifan Cui

College of Economics and Management, Taiyuan University of Technology, Taiyuan, China

The integration of digital technologies is exhibiting an upward trend in Chinese
enterprises, and the degree of corporate credit risk is directly proportional to their
financial sustainability. Based on panel data of new energy enterprises from
2012 to 2020, this article makes an empirical study on the direct effect,
mediating effect, and moderating effect of the digital economy (DE) on the
new energy enterprises’ credit risk. It is found that the digital economy could
significantly mitigate the credit risk of new energy enterprises by improving total
factor productivity and amplifying the potential default cost. When the digital
economy affects corporate credit risk, the development of the new energy
industry acts as an intermediary, and knowledge spillover acts as a moderator.
Furthermore, considering knowledge spillover as the threshold variable, the digital
economy has a double-threshold effect. The marginal impact fluctuates from
dropping to increasing as the knowledge spillover level increases. As for the
region’'s heterogeneity, the digital economy has benefited eastern China more
than central and western China, possibly due to the differences in economic
structure, capital intensity, and policy institutions. In view of these findings, this
study provides a reference for China to mitigate corporate credit risk in the digital
economy era.
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digital economy, credit risk management, knowledge spillover, new energy enterprises,
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1 Introduction

As one of China’s seven emerging strategic industries, the new energy industry has
distinct development advantages. Characterized by low consumption, low emissions, and
low energy pollution, the production model of the new energy sector satisfies the
fundamental criteria for environmental protection and low-carbon development (Chen,
2011). To achieve the “double carbon” goal, the new energy industry becomes the
mainstream direction of future growth for China’s energy industry (Zhang and Qian,
2023). Meanwhile, it pertains to an industry that is capital- and technology-intensive. The
industrial chain is extensive and comprises numerous sectors. Other businesses in the chain
will then have a more significant promotional effect. Therefore, the degree of new energy
industrial development has become an essential indicator of a country’s or region’s level of
green innovation. However, China’s new energy industry is still in its initial stages of
transformation and is exposed to a variety of risks, including credit risk, which is
progressively gaining attention.
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In the era of the digital economy, new energy enterprises are
presented with the historic opportunity and challenge of
incorporating green transformation with economic growth. Some
advanced companies have significantly increased green product
innovation due to the integration of digital technologies (Cioaca,
et al, 2020; Jones and Wynn, 2021). According to some earlier
studies, the digital economy may impact new energy firms’
performance through three paths (Zhou et al, 2022). The
primary objective is to enhance the effectiveness of resource
allocation (Nascimento et al, 2018). Data has evolved into a
critical component of manufacturing. Its distinct value and
function have increased total factor productivity. By integrating
data with diverse production activities, the digital economy reshapes
new energy firms’ production and working modes and realizes the
intelligent linkage of the supply and service chains (Li and Wang,
2022). For instance, digital trading platforms circumvent the
limitations of traditional sales models, allowing new energy
enterprises to optimize their production processes and design
unique solutions and marketing strategies in response to market
demand (Qi and Xiao, 2020). Such a business logic increases the
marginal utility of customers and promotes the accurate distribution
of production factors (Fu et al.,, 2020). The second objective is to
broaden the
encourage resource conservation and green production and help

innovation-driven impact. Digital technologies
address crucial technology constraints (Heo and Lee, 2019). In this
sense, the digital economy can effectively enhance an organization’s
capacity for technological innovation and ground-breaking
invention. The third objective is to transform new energy
industries digitally. The increased usage of digital technologies
constantly generates new industrial growth points, providing
tremendous force for the long-term development of new energy
enterprises (Jablonski, 2018). Besides, scholars also investigate how
the digital economy impacts enterprise business models (Tan et al.,
2007), organizational structures (Nuryaman, 2015), governance
mechanisms (Gopalakrishnan and Mohapatra, 2020), Etc.
Although the digital economy has empowered enterprises to
grow sustainably, issues such as the monopoly of Internet giants, the
herding effect, the siphoning impact, and information security
exacerbate economic instability and negatively influence the
development of enterprises. Therefore, there needs to be more
concrete evidence concerning the effect of the digital economy
on mitigating corporate credit risk. However, whether the digital
economy contributes to reducing corporate credit risk? What is the
system that allows it to function? What regional peculiarities does
the impact of the digital economy have on the credit risk of new
energy enterprises? The responses to these questions serve as a guide
for decision-making entities. These are also essential for policy
offer
considerations for developing China’s digital economy.

implementation  and theoretical ~and  empirical

The marginal contributions of this paper are as follows: Firstly,
this study aims to integrate the digital economy and corporate credit
risk into a unified research framework and examine the
mechanisms, thereby contributing to the relevant literature.
Secondly, this paper uses the Gaussian mixture model and
constructs an iterative process to determine the value of the
company’s assets. This enhances the accuracy and versatility of
the KMV model for calculating the credit risk of new energy

companies. Thirdly, this study demonstrates the geographical
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heterogeneity of the effect of the digital economy. Eastern China
has benefited from the digital economy more than central and
western China, which may be related to variations in economic
structure, capital intensity, and institutional frameworks for
policymaking.

The remaining sections of this work are as follows. Section 2
presents a literature review. The hypotheses are proposed in Section
3. Section 4 outlines the empirical methods and the data. Section 5
includes empirical evidence on how the digital economy affects the
credit risk of new energy firms. Section 6 contains conclusions and
policy implications.

2 Literature review

The digital economy has arisen as a new economic paradigm due
to the rapid expansion of the information and communication
technology industry. It is also a recent main economic activity
after agriculture and industry (Pan et al, 2022). According to the
“White Paper on the Development of China’s Digital Economy
(2021),” China’s digital economy reached RMB 39.2 trillion in 2020,
an increase of 9.7 percent annually. In comparison, GDP growth was
only 2.3% in the same year. The digital economy continues to
develop swiftly, even though the COVID-19 epidemic has
dramatically impacted enterprises’ sustainable development and
interrupted the national economy’s smooth operation (Ding,
2020; Ding et al,, 2021). Against this background, the adoption
of digital technology may assist in overcoming the limitations of
crucial technologies, hence accelerating the digital transformation of
the new energy business. In the field of R&D, digital carriers create
favorable conditions for the rapid circulation and accurate
distribution of production factors, which improve production
efficiency by shortening production time and reducing the costs
of operation and maintenance (do Amaral Burghi and Hirsch,
2020). In terms of transportation, AI technology can be
employed to discover the optimal solution for the transit and
storage of new energy based on the intelligent algorithms of
machine learning (Dong et al., 2020). Machine vision technology
may be used to complete dynamic evaluation and real-time
monitoring and eliminate the interference caused by exceptional
items during energy transportation (Zhou et al., 2016). Regarding
marketing, the digital trading platform built using cloud computing
and blockchain technology has effectively reduced the information
imbalance between supply and demand. Therefore, new energy
enterprises are empowered to base personalized solutions on the
value orientation of customers (Tang et al, 2021). In terms of
supervision, the digital twin technology completes mapping all
elements between physical objects and virtual models, thus
creating a high-fidelity digital world for the new energy industry.
Then, the prediction and extrapolation of industrial activities can be
carried out from various perspectives (Liu et al, 2018). The
abnormal working cycles can be detected in time by comparing
the digital model’s virtual evaluation results with the entity
industry’s actual measurement results, guiding the attentive
monitoring of the industrial process (Sarkis et al., 2020).

Regarding the evolutionary causes of corporate credit risk,
scholars have published a great deal of literature. Enterprises’
internal and external environments have been discussed in
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numerous ways. External factors such as changes in the macro
environment, the evolution of social networks, and policy
uncertainty can disrupt the production and operations of
businesses and impact their credit risk levels. For instance, the
onset of the financial crisis has severely hindered the normal
functioning of international markets, diminished global consumer
demand, and placed companies in financial distress, significantly
increasing the likelihood of credit risk occurring (Lu et al., 2012).
Social networks” impact on enterprises’ solvency is most evident in
debt financing and R&D expenditures. The greater the social
network, the stronger the financing capacity of the company and
the quicker the growth of R&D expenditures (Horton et al., 2012).
Moreover, economic policy uncertainty can lead to increased
business risks, decreased investment conversion rates, and cash
shortages, all of which can hinder a company’s capacity to repay
its loans and increase its credit risk (Chodnicka-Jaworska, 2022).
From the firm’s internal environment perspective, some academics
have investigated the impact of enterprise credit risk based on their
own situational factors. Capital structure, equity position, and
company size will influence corporate credit risk (Boubakri et al,
2013; Zhang and Zhang, 2016). In addition, promotion incentives
can indirectly affect corporate credit risk by controlling the risk
appetite of executives (Kini and Williams, 2012).

3 Theoretical hypothesis
3.1 Digital economy and corporate credit risk

In the existing literature, many studies explore corporate credit
risk factors from the perspectives of solvency and willingness
(Bharadwaj, 2000; Peng and Ye, 2011). This study also adopts
these two dimensions to examine the connection between the
digital economy and corporate credit risk. Regarding solvency,
digital technology has gradually permeated all facets of industrial
activity, presenting businesses with a new technology paradigm that
has challenged their initial production methods and management
structures (Jing and Sun, 2019). The digital economy can improve
total factor productivity (TFP) through economies of scale and scope
(Wang K K et al., 2020). On the one hand, the digital economy has
clear network externalities. When a specific number of consumers is
reached, enterprises can cut their average costs through bulk
transactions, uniform procurement of raw materials, and dilution
of R&D expenses. Subsequently, the profits generated by economies
of scale can be distributed (Erdem et al., 2016). On the other hand,
the diffusion of digital technology has lowered the information
threshold for economic activities, broadening the sales coverage
of products and promoting the low-cost development of diverse
businesses (Hart and Moore, 1994). The economy of scope provides
the industry with diversified products and services that satisfy long-
tail demand and adds value to the core business. Besides, from the
standpoint of the enterprise management, the collaboration tools
provided by digital technology allow data to flow efficiently, securely
and completely, thus bridging the digital divide between different
departments. In this way, enterprises are activated to eliminate
redundant organizational layers, for the construction of a
networked and flat organizational structure (Jacobides et al,
2018). When companies are confronted with a complex and
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ever-changing environment, greater decision-making efficacy can
significantly decrease business risks and improve their viability and
competitiveness (Adner, 2017). This is conducive to preventing
credit risks resulting from poor decisions.

Willingness to pay the debt is the subjective attitude of a firm
toward defaulting on a debt service contract while having the
financial resources to do so. It is related to the opportunistic
behavior of enterprises (Abeler et al, 2014). According to the
reputation mechanism theory, a company’s reputation will be
proportional to its future earnings. If an adverse event, such as a
penalty, damages a company’s reputation, it will leave an indelible
imprint that will negatively impact its future profitability. The digital
economy has spurred the fast growth of online social media. The
information distribution is no longer restricted by time or distance.
It not only makes it easier for creditors and regulators to oversee
management, but its potent public opinion governance and
information transmission capabilities will make it difficult for
businesses to conceal bad information and raise the cost of
default (Zhu et al., 2020). Consequently, rational enterprises are
forced to improve information transparency and fulfill their debt
repayment obligations to avoid the spread of negative public
opinion. Moreover, solvency can influence an enterprise’s
willingness to service debt. Some research suggested that firms
with superior solvency pay more attention to their corporate
reputation, which means they will keep a perfect image by
favorably repaying loans for long-term growth (Gino et al,
2009). Therefore, the digital economy can indirectly raise
enterprises’ willingness to service debt by enhancing their
solvency (Tadelis, 1999). In conclusion, the following hypothesis
is offered in the present study:

Hypothesis 1 (H1): The digital economy can significantly mitigate
the credit risk of new energy companies.

3.2 The moderating role of knowledge
spillover

As the driving force behind new energy industrial growth shifts
from low-cost factors to high-value-added innovation, knowledge is
acknowledged as an efficient supplement to traditional element.
Some studies concluded that the Internet has contributed to
enriching the dissemination of knowledge and breaking the
temporal and spatial boundaries of knowledge diffusion, thus
permitting the large-scale circulation of intellectual elements
(Baldwin et al, 2011). Through the geographical effect of
knowledge spillover, some enterprises with sophisticated digital
stimulated other
enterprises in the same region to improve the integration and

technologies have, to a certain extent,
adoption of digital technologies. Therefore, the process of digital
transformation is accelerated (Zhao and Li, 2011).

There are two primary manifestations of the moderating effect
of knowledge spillover in the connection between the digital
economy and the credit risk of new energy firms. First,
knowledge spillover has an innovation effect. Under regional
innovation systems, external factors and accumulated innovation
resources and conditions influence each region’s innovation

production (Fu, 2009). As regions are gradually absorbed into
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FIGURE 1

The theoretical framework of the digital economy, knowledge spillover, and corporate credit risk.

labor and capital division networks, knowledge and technology

spillover channels are created to facilitate interregional
collaboration and exchange. Furthermore, the closer geographic
proximity between regions increases the likelihood of regional
knowledge spillover (Mao, 2019). During the digitization process,

a greater degree of knowledge spillovers is advantageous for

decreasing R&D costs, boosting innovation output, and
addressing the technical needs of new energy firms.
Consequently, knowledge spillover improves organizations’

solvency via innovation-driven benefits, thus lowering corporate
credit risk. Second, knowledge spillover promotes the release of the
agglomeration effect of the digital economy. As the core intellectual
element that determines the competitive advantage of enterprises,
tacit knowledge is highly ambient, contextual, and abstract (Hidalgo
and Hausman, 2009). It can only be disseminated through face-to-
face communication (Spender and Grant, 1996). Then, for the quick,
precise, and cost-effective acquisition of new knowledge, enterprises
will cluster around sources of knowledge spillovers voluntarily
(Aydogan and Lyon, 2004). The innovation and business
environment that the digital economy has created, meantime, can
encourage companies to innovate more effectively and take
advantage of intellectual resources, which is essential for the
2022).
Therefore, the higher the level of knowledge spillover, the greater

industrial chain to deepen and grow (Shen et al,

the likelihood that regional new energy firms would experience the
collective positive effect of knowledge spillover and the digital
economy (Hong and Fu, 2011). This has played a driving role in
reducing the credit risk of new energy companies. In summary, the
current investigation proposes the following hypothesis:

Hypothesis 2 (H2): Knowledge spillover can positively moderate

the effect of the digital economy on the credit risk of new energy
firms.

3.3 The mediating role of new energy
industrial development

The upstream and downstream transmission effect of the
enterprise is the linchpin of their development process (Garrido
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and Olkhrati, 2018). The digitization of supply, production, and
marketing management necessitates close cooperation between
upstream and downstream businesses. Otherwise, the digitization
of individual companies may reduce communication and
coordination efficiency rather than improve them (Aghion et al,
2015). For instance, the digital transformation of an enterprise’s
supply chain management system entails not only an investment in
digital software and personnel but also the digital entry and
administration of the enterprise’s raw material procurement. If
the pertinent raw materials and product information is entered
solely by this enterprise, the cost will inevitably be substantially
higher (Acemoglu and Restrepo, 2018). Therefore, concurrent
development of the industry chain will reduce the friction
between upstream and downstream enterprises in digitalization
and decline the cost of supply chain management system
application for enterprises, which contributes to the improvement
of the solvency of new energy businesses, hence reducing corporate
credit risk. The framework depicted in Figure 1 can be derived from
a summary of the study’s hypotheses regarding the relationship
between the digital economy, knowledge spillover, and enterprise

credit risk. In summary, the following hypothesis is proposed:

Hypothesis 3 (H3): New energy industrial development mediates
the link between the digital economy and the credit risk of new
energy businesses.

4 Methodology and data
4.1 Variables definition

4.1.1 Dependent variable

Risk management methods are commonly used to evaluate and
decrease credit risk (Antras et al, 2012). This study analyzes
corporate credit risk utilizing the KMV model, which is based on
the Black and Scholes (1973) and Merton (1974) option pricing
models. To verify the stability of the KMV model, Kurbat and
Korablev (2002) analyzed the financial data of tens of thousands of
US enterprises over a decade. They discovered that the curve of
expected default probabilities generated by the KMV model might
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closely resemble the actual default probabilities. Since enterprise
stock prices were considered, Cheng and Chu (2020) demonstrated
that the KMV model was more sensitive and accurate than other
approaches. In accordance with the Merton model’s assumptions,
the equity is equivalent to a European call option with the debt value
as the strike price and the asset value as the underlying, which should
be assessed using the following equations:

E=VN(d,) - De "N (d,) (1)
Eop =N(d;)Vo, (2)

~ Inl+ (r + %oﬁ)t
d, = T (3)
d,=d, - UA\/? (4)

In these formulas, E represents the enterprise’s equity’s market
value, V denotes the enterprise’s asset’s market value. D indicates the
face value of debt, r reflects the risk-free rate of return, N( ) stands for
the cumulative distribution function of normal distribution, o4
measures the underlying asset’s volatility,; op symbolizes the
equity’s volatility. Using Eq. 5, the KMV model converts the
values of enterprise equity and debt into an implied default
point. The distance to default (DD) is then calculated using Eq. 6:

DP = SD + 0.5 * LD (5)
_E(V)-DP
DD = “EV)e, (6)

Where DP represents the default point, SD denotes the face value of
short-term debt, and LD reflects the face value of long-term debt. As
DD increases, the enterprise’s credit risk lowers. From this
perspective, this study takes DD as the dependent variable to
proxy corporate credit risk.

In the theory of option pricing, N (d;) signifies the probability
that the option is real-valued, and N (d,) reflects the chance that the
option’s exercise may achieve the targeted return. Lu (2008) has
pointed out that the variables d; and d, under the stock data of
Chinese listed companies do not entirely adhere to the normal
distribution assumption of the KMV model, resulting in biased asset
evaluations. To improve the precision and adaptability of the
original model, we re-estimate the probability distributions of
variables d; and d, using the Gaussian mixture model. Eq. 7
represents the Gaussian mixture model.

F(X) = ZilaiNi (u,07), z,:“" =1 (7)

Where X is the variable vector, K represents the number of Gaussian
distribution functions, «; is the weight of the ith function, N; (4;, 01-2)
denotes the Gaussian distribution with a mean of y; and a variance of
7.

In addition, we construct the subsequent iterative process to
determine the value of the company’s assets. First, the intermediate
variables d} and db, as well as the asset value V; and its volatility 041,
are calculated by Eqs 1-4. Second, the Gaussian mixture model is
then used to derive the probability density functions f "iand f ", and
the probability distribution functions F.jand Fi,for the variables d}
and d’2. This time, the fitted distribution functions are more
representative to the actual distributions of variables d; and d,
than the default normal distribution. Third, substitute Fyjand F,for

N (d;)and N (d;) in Egs 1, 2 to obtain the new asset value V, and its
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volatility 0 45. Ultimately, V', and 04, are re-introduced into Eqs 3, 4
for a fresh iteration cycle. The loop is terminated when there is no
substantial change in the outputs V', and 04,, and the final asset
value V' and volatility o4 are calculated.

4.1.2 Independent variable

The digital economy (DE) is the key explanatory variable in this
study. Tapscott (1996) introduced the term “digital economy” for
the first time in 1996, defining it as an economic system that makes
extensive use of information and communications technologies
(ICT). Since then, the concept of the phrase “digital economy”
has been analyzed and expanded d by multiple scholars (Chihiro
et al., 2018). Based on the methods proposed by Zhang and Jiao
(2017), a comprehensive assessment index system is developed to
assess the digital economy along three dimensions: the digital
foundation, industrial digitalization, and digital industrialization.
Table 1 displays the indices used to estimate the level of the digital
economy, and the entropy technique is utilized to assess the extent of
the provincial level of the digital economy.

4.1.3 Mediator and moderator

New energy industrial development (Industry) serves as the
mediator in this study. Since the low-carbon economy emerged as a
new approach to attaining economically sustainable growth, new energy
industrial development has become an important area of research. The
ratio of each province’s new energy generation to total electricity
generation is chosen to represent the new energy industrial
development.

Knowledge spillover (KS) is the moderator. Based on the
measurement methods of Liu and Chai (2011), the logarithm of
the number of patents granted is adopted as an indicator to reflect
the knowledge spillover level. As information diffusion increases,
regional innovation activities become increasingly diverse.

4.1.4 Control variable

When building a model, the enterprise credit risk is impacted by a
few different variables. Therefore, we must ensure that other variables
are adequately controlled to conduct an accurate quantitative analysis.
Following the research of Guo and Zhu (2021), we use the four
indicators as control variables: 1) Enterprise profitability (Prof),
which is represented by ROA (Return on Assets); 2) Enterprise size
(Size), which is calculated by the logarithm of enterprise assets; 3)
Ownership concentration (OC), which is assessed by the percentage of
the largest shareholder holding; 4) Leverage ratio (Lev), which is
determined by the ratio of total liabilities to assets. We also add the
level of government intervention (Gov) as the control variable since it is
plausible for government spending to impact local enterprise
development by influencing resource allocation. The proportion of
general government expenditure to GDP is a proxy for the level of
governmental intervention. Table 2 lists the variable definitions and
descriptions.

4.2 Empirical methods

4.2.1 Fixed-effect model

Panel data is an excellent way to combine cross-section and time
series, which not only overcomes the defects of a single method but also
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TABLE 1 Comprehensive evaluation index system of digital economy degree.

Primary indicators

Secondary indicators

Measured data

10.3389/fenrg.2023.1141793

Weight (%)

Digital foundation Transmission capacity Length of optical cable line per 10,000 people Per ten thousand people 5.31
Mobile infrastructure Internet penetration rate Per one people 6.97
Number of mobile phone base stations per 10,000 people Per ten thousand people 7.02
Industrial digitalization E-commerce benefit E-commerce sales/GDP % 6.74
Enterprise application E-commerce enterprises/total enterprises % 14.81
Websites owned per 100 people Per hundred people 11.12
Digital industrialization Digital benefit Software business revenue/total business revenue % 19.34
Digital development Postal income/GDP % 14.34
Telecommunications income/GDP % 14.35
TABLE 2 Variable definitions and descriptions.
Variable types Variable names Variable symbols Calculation
Dependent variable Distance to default DD See Eq. 6
Independent variable Digital economy DE Calculated by the entropy methods
Mediator New energy industrial development Industry New energy generation/total electricity generation
Moderator Knowledge spillover KS Number of patents granted)
Controls Enterprise profitability Prof Mean of net profit/total assets at the beginning and end of the period
Enterprise size Size Ln(enterprise assets)
Ownership concentration ocC Ln (1 + Shareholding ratio of the largest shareholder)
Leverage ratio Lev Total liabilities/assets
Government intervention Gov general government expenditure/GDP

can solve the problems of multicollinearity in time series analysis and
provide more information, more changes, less collinearity, more degrees
of freedom, and improved estimate efficiency. There are usually two
types of models for panel data: random effects and fixed effects
(Firebaugh et al,, 2013). The assumption of zero correlation and the
possibility of fluctuation between the observable qualities are two
constraints to which the random effect model must adhere (Greene,
2001). Despite this, the fixed-effects method has many advantages. It
can lessen the impact of confounding factors on estimation findings, the
impact of time-invariant variables and the bias induced by omitted
variables (Allison, 1996; Hsiao, 2003). To examine the direct effect of the
digital economy on the credit risk of new energy enterprises, we perform
the Chow test, LR test, and Hausman test on the panel data. All tests
reject the null hypothesis at the 5% level of significance. Therefore, this
work builds fixed-effect models for the empirical test. In addition,
individual and year-fixed effects are integrated into the model to
minimize the impact of differences between individuals and changes
over time.

(8)

DD;; = ay + a; In DE;, + a,Control;; + p, + 8;+€;;

In this formula, DD indicates the default distance; DE represents
the level of the digital economy in province i in period t; Control

Frontiers in Energy Research 06

stands for the control variables; p; denotes the individual
effect and §; denotes the year effect; &, is the random
disturbance term.

According to the abovementioned findings, there may be
moderate mechanisms of action in addition to the direct impact
of the digital economy on enterprise credit risk. Improved on
Zhang’s (2020) research methods, the specific test steps are as
follows:

DD;; = y, + y,InDE;; + ,InKS;; + y, In DE;; * InKS;;
+y,Control;; + u; + 6; + &

)

Where KS represents the level of knowledge spillover, and the
other variables are defined in the same way as Eq. 8, whereas Eq. 9
is employed to examine the moderating effect of knowledge
spillover.n

4.2.2 Panel threshold model

Considering that varying knowledge spillover levels may affect
its moderating effect, the panel threshold model proposed by
Hansen (1999) is selected to explore whether the threshold effect
regulates the independent variables. The followings are the specifics
of the single and double threshold models:
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TABLE 3 Descriptive statistics.

Variable Obs Mean Std Min Max
DD 1,008 0.626 0.206 0.001 1.000
DE 252 2.980 0.453 1.831 3.965

Industry 252 0.037 0.040 0.001 0237
InKS 252 2722 1.233 1.144 4572
Prof 1,008 0.018 0.133 -2.555 0.863
Size 1,008 22.822 1.151 19.551 26.181

oc 1,008 0.132 1112 0.001 0.696
Lev 1,008 1.615 1.930 0.028 21.718
Gov 252 0.188 0.060 0.118 0.462

DD;, = ay + B, InDE;, * I (InKS;; <A) + B,InDE; ;+I (InKS;; > A)
+B,Control;; + p, + &;; (10)
DD;, = ay + B, InDE;, - I(InKS;; <y,)
+B,InDE;; - 1(y, <InKS;; <y,)
+B, InDE;; - 1(InKS;; > y,) + p,Control;; + y, + &;;
(11)

In these formulas, [nKS represents a threshold variable, I (-) is an
indicative function with a value of 0 or 1, InKS stands for the control
variable, ¢;; denotes the error term, and A and y denote the threshold
value to be estimated in the related equation.

4.3 Data sources and descriptive statistics

Due to the availability and effectiveness of data collection, this
study focuses on listed new energy enterprises in China, and the
period ranges from 2012 to 2020. In terms of sample selection, we
use the cataloged “new energy concept sector” (BK0493) from the
“East Money Information Site” to choose cooperative enterprises for
research purposes. The financial data of the new energy enterprises
used to calculate the distance to default (DD) are available in
CSMAR, and the annual reports of the enterprises. Additionally,
the provincial panel data used to evaluate the level of the digital
economy, new energy industrial development, and knowledge
spillover are collected from The China Statistical Yearbook, The
China Energy Statistical Yearbook, The China Statistical Yearbook
on Science and Technology, and The China Electricity Statistical
Yearbook.

This paper processes the data according to the following
principles: 1) Enterprises with a listing date after 2012 are
eliminated; 2) ST enterprises in the sample are excluded; 3)
Enterprises with incomplete data are removed. After the above
steps, we obtained 1,008 samples from 112 listed companies.
Meanwhile, Tibet, Qinghai, and Xinjiang are not covered since
these provinces have few eligible samples. We eventually collected
252 samples in total from 28 provinces.

The descriptive statistics of each variable are shown in
Table 3. Specifically, DE represents the development of the
digital economy, and the mean value of this variable is 1.462,

Frontiers in Energy Research

10.3389/fenrg.2023.1141793

the maximum value is 3.546, and the minimum value is 4.198,
indicating that the quality of the digital economy varies
significantly between regions, which is somehow consistent
with the earlier studies.

5 Empirical results analysis
5.1 Basic analysis result

This study adopts the fixed-effect models to examine
whether the digital economy helps mitigate the credit risk of
new energy enterprises. Table 4 reports the results. Columns 1)
and 2) indicate the effects of the digital economy on the
credit risk of new energy enterprises. Both the regression
coefficients are statistically significant at the 1% level,
indicating that new energy enterprise credit risk can be
significantly decreased as the digital economy grows,
supporting Hypothesis HI.

In Table 4, Columns 3) and 4) show the moderating impact of
knowledge spillover. The interaction term between the digital
economy and knowledge spillover has significantly positive
This that knowledge

innovation and agglomeration

coefficients. suggests spillover has

effects on businesses,
moderating the relationship between the digital economy and
the credit risk of new energy enterprises. As a result, Hypothesis
H2 is confirmed.

The structural equation model is further performed to confirm
the mediating effect of the new energy industry development. The
estimation deviation is adjusted using the non-parametric
bootstrapping method. As shown in Table 5, the coefficient of
direct effect is 0.118, and the 95% confidence interval excludes
0 since it is [0.093,0.149]. This indicates the direct effect of the digital
economy is significant. The coefficient of mediating effect is 0.023,
and the 95% confidence interval excludes 0 with a range of
[0.007,0.038]. This energy
industries is a vital mechanism for the digital economy to lower

indicates that developing new
the credit risk of new energy enterprises, hence validating
Hypothesis H3.

5.2 Basic analysis by region

Different regions of China have varying degrees of the digital
economy. The regional fixed-effect model is adopted to
investigate whether there is significant regional heterogeneity.
Table 6 reveals that the influence of the eastern region’s digital
economy is favorable at 1% significance level. However, the
significance of the central and western regions is only 10%.
The reason is that the central and western regions may still be
in the preliminary phase of digital economic development. In
contrast, the convenient geographical conditions of the eastern
region have facilitated its growth. Meanwhile, the Chow
breakpoint test is employed to verify that the uneven
geographical distribution of new energy enterprises does not
influence the conclusions. The result demonstrates that the
conclusion rejects the null hypothesis regarding the absence of
regional heterogeneity at the 5% significance level. In conclusion,
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TABLE 4 Basic regression results.

Variable

10.3389/fenrg.2023.1141793

Moderating effect

DD (3)

DD (4)

InDE 0.179** (-0.014) 0.278*%* (-0.020) 0.097%** (-0.030) 0.211%%* (-0.032)
InKS — — 0.052 (~0.038) 0.012* (~0.038)
In DE*InKS — — 0.026** (-0.011) 0.016*** (-0.011)
Control NO YES NO YES
Constant 0.093** (-0.041) 1.559%** (-0.265) 0.265*** (—0.083) 1.720%** (-0.283)
R 0.159 0.236 0.168 0.244
N 1,008 1,008 1,008 1,008

Notes: Standard errors in parentheses; ***, **, * represent statistical significance at 1%, 5%, and 10%, respectively.

TABLE 5 Mediating effect test.

Coefficients 95% confidence interval
Lower limit Upper limit
Direct effect 0.118** 0.093 0.149
Mediating effect ‘ 0.023%+% 0.007 ‘ 0.038

Total effect 0.1410%% 0.100 0.187

Notes: ***, **, * indicate statistical significance at 1%, 5%, and 10%, respectively.

the impact of the digital economy on the credit risk of new energy
enterprises differs between the two regional samples.

5.3 Threshold effect analysis

This study develops a panel threshold model to test
whether knowledge spillover moderates the relationship between the
digital economy and the credit risk of new energy enterprises beyond a
predetermined threshold. Using knowledge spillover as the threshold
variable, Table 7 reports that the digital economy has a double threshold
effect on enterprise credit risk, with respective thresholds of
3.381 and 3.819.

TABLE 6 Basic regression results by regions.

Variable

Table 8 displays that the impact of the digital economy on the credit
risk of new energy enterprises varies according to the level of knowledge
spillover. When the knowledge spillover degree is less than 3.381, the
digital economy significantly impacts the credit risk of new energy
enterprises, and the regression coefficient is 0.266. Although businesses
can only innovate using their intellectual capital during this stage, they
eventually develop intangible assets and obtain inventive advantages
through technological research. When the level of knowledge spillover is
between 3.381 and 3.819, the regression coefficient is lower than in the
previous period. This change may be because the increased knowledge
spillover accelerates the rate of knowledge diffusion and shortens the
product life cycle. To keep up with continuously evolving market needs,
enterprises must raise their R&D spending and innovation efficiency.
As a result, the growing uncertainty produced by the highly competitive
innovation environment mitigates the influence of the digital economy
on the credit risk of new energy firms. However, the digital economy’s
regression coefficient is significantly positive, with a value of 0.292,
when the level of knowledge spillover exceeds 3.819. At a high level of
knowledge spillover, learning new technologies is less expensive than
developing them from scratch. Therefore, enterprises are more likely to
convert external intellectual capital and innovative technologies into
intrinsic growth drivers. At this phase, knowledge spillover’s cost-saving
and efficiency-improving effects will outweigh the uncertainty it creates.
Accordingly, the digital economy’s positive effect on reducing corporate
credit risk will become increasingly prominent.

Central & west

)

InDE 0.325%** (~0.029) 0.213* (~0.031)
Control YES YES
Constant 1794 (-0.398) 0.902** (~0.437)
R? 0.242 0.144
N 711 297

Notes: Standard errors in parentheses; ***, **, * represent statistical significance at 1%, 5%, and 10%, respectively.
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TABLE 7 Threshold effect test.

Variable

10.3389/fenrg.2023.1141793

Threshold estimation F-statistic p-value Critical value
5%
InKS Single threshold test 3.819** [3.757,3.856] 68.63 0.010 52.162 56.215 61.242
Double threshold test 3.381%* [3.300,4.140] 19.82 0.073 18.788 21.726 24.127
3.819** [3.118,3.856]
Triple threshold test 1.493 [1.477,1.526] 11.20 0.367 47.483 53.871 63.834

3.381 [3.300,4.140]

3.819 [3.118,3.856]

Notes: ***, **, * indicate statistical significance at 1%, 5%, and 10%, respectively.

TABLE 8 Threshold model results.

Variable Value t-Value
InDE (InKS<3.381) 0.266* 13.56
InDE (3.381 <In KS<3.819) 0.234* 11.84
InDE (InKS > 3.819) 0.292%%* 15.23
Control YES
Constant 1.781%* 6.91
R 0.299
N 1,008

Notes: ***, **, * indicate statistical significance at 1%, 5%, and 10%, respectively.

5.4 Robustness tests

5.4.1 Endogenous tests

On the hand, there may have endogenous issues that are
mutually causative. Therefore, this research employs instrumental
variables to address the endogeneity issue. We reference Kim et al.
(2014) and use the same yearly average level of the digital economy
in other provinces as an instrumental variable (IV) for the
independent variable. On the other hand, in light of the

TABLE 9 Endogenous test results.

complexity of the elements determining corporate credit risk, it is
challenging to avoid missing variables in the present research design.
The key explanatory variable is regarded as a one-period lag, which
might mitigate endogeneity to some degree.

Table 9 reports the results of endogenous tests. Based on the
findings of the first stage in column 1), the instrumental variable is
significantly positively linked with the digital economy. As shown by
the results of the second stage in column 2), the estimated coefficient
of the digital economy (InDE) is significantly positive, indicating
that the findings of this research are resilient even when endogeneity
is taken into account. In addition, we examine if the instrumental
variable is weak and find that the F-statistic is 20.3, which is more
than the threshold value of 1.242, thus excluding the notion of a
weak instrument. This paper also lags the independent variables by
one period to test the samples. Table 8 demonstrates that the paper’s
key conclusions remain unchanged with the inclusion of a one-
period lagged independent variable (L.InDE) to the model 8).

5.4.2 Replacement of independent variable
Considering that the results of the abovementioned empirical
tests might be affected by the selection of indicators, we adopt
replacing the independent variable to conduct robustness tests.
Initially, government investment in science and technology is
viewed as replacing the digital economy. After performing the
Hausman test, the fixed-effect model is chosen for regression.

Variables First-stage Second-stage Lagging independent variable
(1) ) 3)
v 0.042** (0.001) — —
InDE — 0.336"* (0.022) —
LInDE — — 0.286"* (0.021)
Control YES YES YES
Constant 0.750** (0.208) 1,994 (0.275) 1.730%** (0.315)
R 0918 0.228 0.235
N 1,008 1,008 896

Notes: ***, **, * indicate statistical significance at 1%, 5%, and 10%, respectively.
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TABLE 10 Robustness tests for the fixed-effect model.

10.3389/fenrg.2023.1141793

Variable DD (1) DD (2) DD (3) DD (4)
InDE 0.069** (~0.011) 0.072°% (~0.011) 0.093°% (~0.045) 0.087°* (~0.044)
InKS — — 0.131* (<0.075) 0.118 (<0.078)

In DE*InKS — — 0.039°* (=0.013) 0.036* (~0.013)

Control NO YES NO YES
Constant 0.250* (~0.060) 0.298% (-0.171) 0.822°% (=0.245) 0.859°* (~0.364)
R 0.066 0.082 0.130 0.145
N 1,008 1,008 1,008 1,008

Notes: Standard errors in parentheses; ***, **, * represent statistical significance at 1%, 5%, and 10%, respectively.

TABLE 11 Robustness tests for mediating effect model.

Coefficients

95% confidence interval

Lower limit

Upper limit

Direct effect 0.048*** 0.028 0.068
Mediating effect 0.019%%* 0.011 0.026
Total effect 0.067*** 0.039 0.094
Notes: Standard errors in parentheses; ***, **, * represent statistical significance at 1%, 5%, and 10%, respectively.
TABLE 12 Robustness tests for the threshold regression model.
Variable Value t-Value
InDE (InKS<4.111) 0.257* 12.61
InDE (4.111 < In KS < 4.327) 0.2230* 10.97
InDE (InKS >4.327) 0.2687** 13.98
Control YES
Constant 1.932%** 7.40
R 0.289
N 1,008

Notes: Standard errors in parentheses; ***, **, * represent statistical significance at 1%, 5%, and 10%, respectively.

According to the results of Tables 10 and 11, even though the
independent variable has changed, the digital economy remains
significantly advantageous for the credit risk reduction of new
energy enterprises. Regarding impact mechanisms, increasing the
degree of knowledge spillover and the digital economy is beneficial
for mitigating corporate credit risk. And the new energy industrial
development is one of its indirect mechanisms for lowering
enterprise credit risk. In conclusion, the results of this study’s
fixed-effect model are unaffected by alternative measures of the
variables.

5.4.3 Replacement of threshold variable

The logarithm of the regional book collection is then selected as
the threshold variable substitutable for knowledge spillover.
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According to the robustness test results of Table 12, the digital
economy’s coefficient varies across distinct phases. As the
knowledge spillover level increases, the digital economy’s effect
initially decreases and subsequently grows. When the degree of
knowledge spillover is high, the digital economy plays the most
prominent role in reducing enterprise credit risk, which is consistent
with the previous empirical results. Therefore, the results of the
threshold regression model are robust.

6 Conclusion and policy implications

The new energy has been a booming industry in recent years and
will affect future energy usage. However, there are many

frontiersin.org


https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://doi.org/10.3389/fenrg.2023.1141793

Su et al.

uncertainties in its development. Combining the growth of the
digital economy with an assessment of the credit risk of new
energy enterprises is a novel and distinctive perspective of this
paper. We used the KMV model, the fixed-effect model, and the PTR
methods and drew the following conclusions:

1) Digital economy could mitigate the credit risk of new energy
enterprises in three ways: Firstly, the digital economy increases
total factor productivity (TFP) by reshaping corporate processes
and bolstering financial stability. Secondly, the potential cost of
default is exacerbated by the communication effect of the digital
economy, which works as an intangible disciplinary control to
improve firms’ willingness to repay their debts. Thirdly, new
energy industrial development plays an intermediary role,
suggesting that the digital economy indirectly affects the
credit risk of new energy enterprises through this

intermediary factor.

In addition, when knowledge spillover is acted as the threshold

variable, the digital economy exhibits a double-threshold effect

on the corporate credit risk. As the level of knowledge spillover
rises, the marginal impact fluctuates from decreasing to growing.

Furthermore, when knowledge spillover is at high levels,

especially across the threshold value of 13.029, the effect of

the digital economy on reducing new energy enterprises’
credit risk is particularly evident.

3) Regional heterogeneity tests reveal that the eastern region has a

more favorable influence on enterprise credit risk than the

central and western regions. In other words, its positive
impact has been more pronounced in China’s eastern
provinces than in the central and western regions. The causes
could be related to differences in economic location and resource

abundance.

To mitigate the credit risk of new energy firms, this research
provides the following policy implications:

1) Make the digital economy a “sharp weapon” to reduce corporate
credit risk. To achieve this objective, government agencies need
to stimulate the growth of the new energy industrial sector by
promoting digital construction and integrating digital

technology into the new energy industry. Meanwhile, a

specialized and competitive integration mechanism based on

the production processes, business patterns, and management
models of new energy businesses should be developed to enable
their digital transformation.

Given knowledge spillover’s innovation and agglomeration

effects, the government should focus on improving knowledge

spillover and regional intellectual capital. Specifically, some
innovation participants could be attracted by increasing
investment in science and technology,

creating an

environment encouraging innovation, and establishing
platforms for industry-university-research cooperation. These
government practices effectively enhance the positive role of the
digital economy and reduce corporate credit risk by improving
regional knowledge diffusion.

China’s regional economy needs to be more balanced since there
are significant inequalities in talent, capital, and technology
between the and western With the

eastern regions.
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opportunity created by the digital economy, the central and
western regions can combine their substantial energy resource
advantages to develop the new energy sector. Considering the
impact of the digital economy on the credit risk of new energy
enterprises, the central and western regions should enhance the
government’s public function and guiding role, strengthen the
coordinated development of new infrastructure across regions,
and accelerate the commercial application of digital technologies.

Despite providing empirical evidence for developing the
digital economy and new energy, this study has several
limitations. The first limitation is the availability of data. In
this research, the data spans only 9 years, and some of the data are
only at the provincial level, which lacks representativeness at a
broader scale. In future research, a more extended period and
additional data levels should be used to test the validity of the
results. Second, the impact mechanisms require extensive
research and documentation to provide more actionable
implementation advice. In particular, the future study should
concentrate on refining the selection of the digital economy index
to account for regional growth patterns. Thirdly, China’s digital
economy is undergoing dynamic and rapid development. The
direction of future research should include some factors related
to this dynamic digital transformation to shed light on the
intricate relationship between corporate credit risk and the
growth of the digital economy.
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