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Introduction: Smart grid financial market forecasting is an important topic in deep learning. The traditional LSTM network is widely used in time series forecasting because of its ability to model and forecast time series data. However, in long-term time series forecasting, the lack of historical data may lead to a decline in forecasting performance. This is a difficult problem for traditional LSTM networks to overcome.
Methods: In this paper, we propose a new deep-learning model to address this problem. This WOA-CNN-BiLSTM model combines bidirectional long short-term memory network BiLSTM and convolution Advantages of Neural Network CNN. We replace the traditional LSTM network with a bidirectional long short-term memory network, BiLSTM, to exploit its ability in capturing long-term dependencies. It can capture long-term dependencies in time series and is bidirectional modelling. At the same time, we use a convolutional neural network (CNN) to extract features of time series data to better represent and capture patterns and regularity in the data. This method combining BiLSTM and CNN can learn the characteristics of time series data more comprehensively, thus improving the accuracy of prediction. Then,to further improve the performance of the CNN-BiLSTM model, we optimize the model using the whale algorithm WOA. This algorithm is a new optimization algorithm, which has good global search ability and convergence speed, and can complete the optimization of the model in a short time.
Results: Optimizing the CNN-BiLSTM model through the WOA algorithm can reduce its calculation and training speed, improve the prediction accuracy of the smart grid financial market, and improve the prediction ability of the smart grid financial market. Experimental results show that our proposed CNN-BiLSTM model has better prediction accuracy than other models and can effectively deal with the problem of missing historical data in long-term sequence forecasting.
Discussion: This provides necessary help for the development of smart grid financial markets and risk management services, and can promote the development and growth of the smart grid industry. Our research results are of great significance in deep learning, and provide an effective method and idea for solving the financial market forecasting problem of smart grid.
Keywords: WOA, CNN, BiLSTM, smart grid, financial market forecasting
1 INTRODUCTION
Smart grid financial market refers to the market that provides financial support and risk management services for smart grid construction and operation through financial means and financial tools, with smart grid construction and function as the core and the financial market as the support (Ning et al., 2020). The main participants of the smart grid financial market include financial institutions, smart grid enterprises, investors, and government departments (Ning et al., 2023). The development of a smart grid financial market can promote the diversification of funding sources for smart grid construction and operation, reduce the financing cost of smart grid construction and operation, improve the operational efficiency and safety of smart grid, promote the deep integration of smart grid and financial market, and promote the development and growth of smart grid industry (Xiang et al., 2019). The main business of the smart grid financial market includes: Smart grid project financing. Smart grid asset securitization. Smart grid risk management. Smart grid investment. Smart grid financial innovation. Among them, smart grid asset securitization is one of the important businesses of the smart grid financial market. Packaging smart grid assets into securitized products attracts more investors to participate in smart grid construction and operation to improve the smart grid’s financing and capital utilization efficiency. In short, developing a smart grid financial market will provide more comprehensive and diversified funding sources and risk management services for smart grid construction and operation and promote the development and growth of the smart grid industry. There is a wide variety of smart grid financial market forecasting models, mainly using this model for time series forecasting (Li et al., 2017). The following is a brief overview of some of the models commonly used for smart grid financial market forecasting:
Time series models: ARIMA (Huang et al., 2023), SARIMA (Song et al., 2020), VAR model Cai et al. (2021), etc. These traditional time series models are better for modelling linear relationships, but for modelling nonlinear relationships These traditional time series models are better for modelling linear relations but weaker for modelling nonlinear relations. They need to rely on the assumptions of smoothness and periodicity of time series data, and if these assumptions do not hold, the prediction effect of the models may be affected.
Next, there are neural network models Song et al. (2021): BP neural network Zahid et al. (2019), RBF neural network Hammami et al. (2020) and CNN neural network Zhang et al. (2019), etc.; neural network models can model nonlinear relationships but require a large amount of data for training, and the model is poorly interpretable, making it difficult to explain the decision-making process of the model, while neural network models are prone to the problem of overfitting and require hyperparameter adjustment and regularization, etc.;
Models of machine learning: decision trees Fan et al. (2023), random forests Lin et al. (2020), support vector machines Dai and Zhao (2020), etc. Machine learning models can model nonlinear relationships but require feature engineering to extract useful features. Also, require processing such as hyperparameter adjustment and regularization, and the models are poorly interpretable, making it difficult to explain the decision-making process of the models;
Deep learning-based models: recurrent neural networks Lu and Hong (2019) and long and short-term memory networks Wu et al. (2022), etc. Deep learning-based models can model nonlinear relationships while automatically extracting features, but they require a large amount of data for training, and the models are poorly interpretable, making it difficult to explain the decision process of the model and also prone to overfitting problems;
Bayesian network model Bessani et al. (2020):Bayesian network model can model nonlinear relationships and simultaneously deal with uncertainty. Still, it requires learning Bayesian network structure and estimating parameters, which is more difficult. At the same time, the interpretability of the model could be better, and it is difficult to explain the model’s decision-making process.
At this stage, the widely used and effective temporal prediction model is the long short-term memory network LSTM Chen et al. (2022). Long short-term memory network (LSTM) is a commonly used time-series forecasting model, which can capture important features and trends in a sequence by modelling the long-term dependence of sequence data. However, LSTM models have problems, such as poor processing for long series and poor interpretability. This paper proposes a temporal sequence prediction model based on a bi-directional long and short-term memory network (BiLSTM) to solve these problems. The BiLSTM model adds a reverse layer to the LSTM model, which can better handle contextual information. The bi-directional model can consider past and future information when processing sequence data, making the model capture features and trends in the sequence more accurately. At the same time, the BiLSTM model also has better interpretability, which can help users better understand the model’s decision process. To further improve the model prediction accuracy and reduce the training time and computation, this paper adopts the Whale Algorithm (WOA) to optimize the CNN-BiLSTM network. The WOA algorithm is an emerging optimization algorithm that finds the optimal solution by simulating whales’ foraging behaviour. The WOA algorithm has a faster convergence speed and stronger global search capability than traditional optimization algorithms. In this paper, the WOA algorithm is applied to the optimization of the CNN-BiLSTM network to optimize the model’s prediction effect by adjusting the network’s weights and biases. The experimental results show that the CNN-BiLSTM model optimized with the BiLSTM model and WOA algorithm achieves better performance in temporal sequence prediction. The model can accurately capture the features and trends in the sequences and has better interpretability and higher prediction accuracy. At the same time, the training time and computational effort of the optimized model using the WOA algorithm are effectively reduced, which helps to improve the practicality and application value of the model.
In the rest of this paper, we present recent related work in Section 2. Section 1 offers our proposed methods: overview, convolutional neural network, bi-directional long and short-term memory network BiLSTM, and WOA whale algorithm. Section 4 presents the experimental part, including practical details and comparative experiments. Section 5 concludes.
2 RELATED WORK
2.1 VAR model
The VAR model is a Vector Autoregression Model (VAR). It is a widely used method for time series analysis to explore the dynamics between a set of correlated variables. The VAR model assumes that the current value of each variable is correlated with the past matters and the current values of the other variables He and Ye (2022). In the VAR model, each variable is modeled as a linear combination of the other variables. The core idea of the model is to predict the values of multiple variables at the current point in time from the importance of various variables at the past point in time. Zhang et al. (2023) proposed an enterprise supply chain management system based on deep learning and game theory, and achieved good results, further reducing the financial risk and carbon emissions of enterprises. Thus, the VAR model can be used to predict future values of one variable and multiple variables. VAR models can be applied in various fields, such as economics, finance, meteorology, etc., to analyze the relationship between variables and future trends.
2.2 BP neural network
BP neural network is a common artificial neural network called back propagation neural network, which is usually used to solve classification and regression problems. BP neural network is a directed graph that consists of an input layer, an output layer, and at least one hidden layer. In the network, each neuron is connected to all neurons in the previous layer, and each connection has a weight. The BP algorithm adjusts the weights by backpropagation error to make the network output results closer to the actual results Li et al. (2023).
The training process of the BP neural network is usually divided into two stages: forward propagation and backward propagation. In the forward propagation process, the input signal reaches the output layer from the input layer through the hidden layer and generates the network output result. The error between the network output result and the actual result is calculated in the backpropagation process. The error is propagated backward from the output layer to the input layer. Finally, the weight of each connection is adjusted to reduce the error. BP neural networks have many applications, such as image recognition, natural language processing, speech recognition, financial prediction, and other fields. However, the training process of BP neural networks usually requires a lot of computational resources and time and is prone to overfitting problems. In recent years, significant breakthroughs have been made in developing deep learning technology, and deep neural networks have become important tools for various application areas.
2.3 Bayesian Network
Bayesian Network (BN) is a probabilistic graphical model for representing probabilistic dependencies between variables. It usually uses directed acyclic graphs (DAGs) to define conditional dependencies between variables. Each node represents a variable, and each edge represents a conditional probability. The combination of nodes and edges forms a directed acyclic graph Bessani et al. (2020). Bayesian network models have two types of nodes: random variable nodes and parameter nodes. The random variable nodes represent the variables in the model, and the parameter nodes represent the parameters in the model, such as the mean and variance. Each random variable node has a conditional probability distribution that represents the probability distribution of that node given its parent node. In Bayesian networks, we can use Bayes’ theorem to compute the posterior probabilities. Suppose we want to calculate the probability distribution of a variable given certain conditions of evidence; we can use Bayes’ formula to do so.
Bayesian networks can be used in various applications such as risk assessment, medical diagnosis, financial analysis, natural language processing, etc. It has the advantages of simple modeling, good interpretability, and good generalization ability.
3 METHODOLOGY
In this paper, we use the WOA-CNN-BiLSTM model to predict changes in the financial market of smart grids, first combining the advantages of the CNN and BiLSTM models to incorporate into the CNN-BiLSTM model. Using the WOA whale algorithm to optimize the model and finally integrating it into the WOA-CNN-BiLSTM model, after training, the model is used to predict the financial market of the smart grid; the overall flow of the model is shown in Figure 1:
[image: Figure 1]FIGURE 1 | Overall flow chart of WOA-CNN-BiLSTM network.
After the data input in Figure 1 enters the CNN module, extracting the text’s key features with the help of the CNN network elements, then passes through the Dropout layer to avoid overfitting the neural network. The obtained characteristics are fed into the bidirectional long and short-term memory network to get the temporal information of the text for the prediction of the smart grid financial market. Then it is processed by the fully connected layer and normalization, optimized by the WOA layer, and finally, the prediction results are output.
3.1 CNN model
Convolutional Neural Network (CNN) is a deep learning algorithm commonly used in image recognition, computer vision, natural language processing, etc Yang et al. (2023). The main features of CNN are its ability to automatically extract features from data and its parameter sharing and sparse connectivity. It consists of several convolutional, pooling, and fully connected layers (Cheng et al., 2023). In the convolutional layer, CNN extracts the features of an image by convolving the input data using a convolutional kernel. In the pooling layer, the CNN improves the features’ robustness by reducing the feature map’s size. Finally, in the fully connected layer, CNN classifies the pooled feature maps by feeding them into a fully connected neural network. A flowchart of the CNN network is shown in Figure 2:
[image: Figure 2]FIGURE 2 | CNN network operation flow chart (This article uses one-dimensional convolution, after two convolutions and pooling, and finally output through the fully connected layer).
CNN can effectively reduce the number of parameters in a neural network and avoid the phenomenon of overfitting, thus improving the model’s generalization ability. In addition, CNNs can also quickly build models with powerful recognition capabilities through pre-training techniques and migration learning. One-dimensional CNN has the same structure and processing method as multidimensional CNN. Still, the difference lies in the number of dimensions of the input data and the way the convolution kernel slides over the data.
[image: image]
where: i is the serial number of the convolution kernel, c is the bias of the convolution kernel, Y(i) is the result of the ith convolution operation, x is the input data, ω is the corresponding weight, n is the dimension of the input data.
3.2 BiLSTM model
BiLSTM (Bidirectional Long Short-Term Memory) is a bi-directional recurrent neural network model that combines the advantages of LSTM (Long Short-Term Memory) and a bi-directional recurrent neural network. BiLSTM model can consider both forward and backward contextual information, thus better capturing the long-term dependencies in the sequence. The flow chart of the BiLSTM model is shown in Figure 3:
[image: Figure 3]FIGURE 3 | Flow chart of two-way long and short-term memory network (This article uses a two-way structure, which can better identify past and future texts and improve prediction accuracy).
The input to the BiLSTM model is a sequence, and each element is a vector. Each piece is fed into an LSTM cell for processing in the model. The LSTM cell can remember the previous state and update the state and output based on the current and last input. In the BiLSTM model, each element is fed into two LSTM units: a forward LSTM unit and a backward LSTM unit. The bold LSTM cell starts processing from the first element of the sequence Munawar et al. (2022), and the back LSTM cell starts processing from the last part. Ultimately, the output of the BiLSTM model is a stitching of the results of the forward and backward LSTM units. The BiLSTM model performs well in natural language processing tasks like sentiment analysis, named entity recognition, machine translation, etc.
BiLSTM is used to extract periodic features from the load data, and the BiLSTM network is used to calculate the forward and backward propagation states, respectively, as follows:
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Where: [image: image] is the hidden layer state of the tth cell of forward propagation; Xt is the input at the current moment; [image: image] is the hidden layer state of the last cell of forward propagation; [image: image] is the hidden layer state of the t th cell of backward propagation; [image: image] is the hidden layer state of the previous cell of back propagation; Wf is the hidden layer output weight matrix of the forward propagation cell; Wb is the hidden layer output weight matrix of the backward propagation cell; Ct is the current moment hidden layer bias optimization parameter.
3.3 WOA whale algorithm
The WOA (Whale Optimization Algorithm) whale algorithm is an optimization algorithm based on the behavior of whale populations, proposed by Mirjalili et al., in 2016. The algorithm simulates the food-seeking behavior of a whale population and searches for the optimal solution through continuous search and iteration Adetunji et al. (2020). The basic idea of the WOA algorithm is to divide the whale population into three categories: leader whales, follower whales, and peripheral whales. The leader whales are the individuals with the optimal solution in the whole group, and their positions and fitness values play a decisive role in the search direction of the entire group. The follower whales update their posts by imitating the behavior of the leader whales, while the peripheral whales search for a better solution by random search (Zhu et al., 2020).
First, for the whale to surround the prey before spitting bubbles, swimming in a straight line, the individual whale tends to the optimal personal position, a certain range of space for the roundup; the formula is as follows:
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Where: [image: image] is the distance between the individual X(t) and the optimal individual XP(t) within the population at time t; A, C is a vector of random coefficients, showing the difference in perceived distance between whale individuals within the population, and this search [image: image], which limits the search space; a is the iteration factor of the algorithm as a whole, through the algorithm global.
Another whale predation model is bubble spitting predation, an optimization algorithm based on the behavior of whale populations. First, the distance between each individual within the people and the optimal individual is calculated and then constrained according to the mathematical modeling formula of spitting bubbles. Then, the search space is restricted to the helix according to the idea of local search to find the optimal solution. The bubble helix modeling is shown in Figure 4:
[image: Figure 4]FIGURE 4 | WOA helix position search range.
The search formula for this mechanism is as follows:
[image: image]
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[image: image] determines the shape of the spiral curve, where I is a random number in the range of [-1, 1]. The above two predation and foraging strategies occur asynchronously among individual whales, each with a probability of 0.5. When the perceived distance control parameter |A| is greater than 1, the whales will randomly search for each other based on their positions using the same formulation used for bubble net hunting. The WOA algorithm has the advantage of high convergence speed and global search capability and is suitable for solving various optimization problems. However, the algorithm also has some disadvantages, such as the tendency to fall into local optimal solutions and high parameter sensitivity (Nazari et al., 2020).
4 EXPERIMENT
4.1 Datasets
Based on the characteristics of the smart grid financial market, this paper selected four datasets Smart grid control systems (SGCSs) datasets, National Renewable Energy Laboratory (NREL), Dow Jones and S&P 500, one directly from the smart grid financial market, one from the energy market and two from the financial market.
Smart Grid Control Systems (SGCS) are advanced computer-based systems that help manage and control the grid more efficiently Ben Youssef (2022). They use modern communication technologies and advanced analytics to monitor the grid’s performance and make real-time adjustments to optimize energy delivery. SGCSs are designed to provide a range of features, including: Monitoring and controlling tides: SGCSs are equipped with sensors and smart meters that allow them to monitor energy flows in real-time. They can detect interruptions or anomalies and adjust the power flow to minimize consumer impact. Demand Response: SGCS can help manage peak demand by encouraging consumers to shift their usage to off-peak hours. They can also prioritize certain areas of the grid to prevent outages or power drops. Renewable energy grid integration: SGCS can manage renewable energy grid integration. This allows for more efficient use of renewable energy sources and reduces reliance on traditional power sources. Fault detection and isolation: SGCS can detect faults in the grid and isolate affected areas to prevent cascading faults and widespread outages. Asset Management: SGCS monitors the health of grid assets and predicts maintenance needs to reduce downtime and improve reliability.
Overall, SGCSs play a key role in ensuring the reliability and efficiency of the modern grid. They are important for managing the transition to a more sustainable renewable energy future.
The National Renewable Energy Laboratory (NREL) is a research laboratory in Golden, Colorado, United States, dedicated to developing and disseminating renewable energy and energy efficiency technologies Singh and Mahajan (2021). It is part of the U.S. Department of Energy’s (DOE) National Laboratory Network. NREL’s research activities cover a wide range of renewable energy and energy efficiency areas, including solar, wind, geothermal, hydrogen, fuel cells, energy storage, bioenergy, and advanced manufacturing. The laboratory conducts research in materials science, engineering, and technology development, as well as analysis and modeling of renewable energy systems and markets. NREL also operates several test and evaluation facilities, including the National Wind Energy Technology Center, the National Bioenergy Center, and the Energy Systems Integration Facility. These facilities enable researchers and industry partners to test and validate new renewable energy technologies under realistic conditions. In addition to its research activities, NREL provides technical assistance and information to help individuals, businesses, and government agencies adopt renewable energy and energy efficiency technologies. This includes training and workshops, developing tools and resources, and providing technical support for renewable energy projects.
Overall, NREL is a key player in developing and diffusing renewable energy and energy efficiency technologies in the United States and worldwide.
The Dow Jones Index, also known as the Dow Jones Industrial Average (Dow Jones), is a stock market index created by Dow Jones & Company in 1896 Metlek (2022). It is one of the indices used to reflect the overall situation of the U.S. stock market and is one of the world’s most famous stock market indices. The Dow Jones Index consists of 30 stocks of publicly traded companies representing the major sectors of the U.S. economy. These companies cover various industries, such as finance, retail, manufacturing, and energy, and include large, well-known U.S. companies such as Apple, Microsoft, and Coca-Cola. At the end of each trading day, the gains and losses of the Dow Jones are widely reported and become one of the key indicators of market conditions. It is important to note that the Dow Jones does not represent the entire U.S. stock market, as it only selects 30 stocks and is based on a price-weighted index, meaning that companies with higher stock prices have a greater impact on the index. Therefore, some believe that the S&P 500 is a better reflection of the overall U.S. stock market.
The S&P 500 Index (S&P 500 Index) is a stock market index compiled by Standard & Poor’s, which selects a sample of 500 large U.S. companies, including companies in various industries from NASDAQ to NYSE, to reflect the overall U.S Bera et al. (2020). stock market. The S&P 500 is a market capitalization-weighted index calculated by adding up the market capitalization of each company and then assigning index weights proportionally. This calculation method allows companies with larger market capitalizations to have a greater impact on the index, while companies with smaller market capitalizations have a smaller effect on the index. The S&P 500 is one of the most representative indices of the U.S. stock market and one of the world’s most famous stock market indices. It is widely used in investment management, stock market analysis, and asset allocation. The S&P 500 is also the reference index for many funds, exchange-traded funds (ETFs), and financial derivatives, and investors can track the index’s performance by purchasing funds or ETFs.
Smart grid financial market forecast indicators can involve several aspects: such as smart grid market size, policy environment, technological innovation, competitive landscape, consumer demand, energy prices, global economic situation, and seven categories of primary indicators, which can be divided into several secondary hands, in Table 1, this paper selects the indicators of which, as the input variables of the model.
TABLE 1 | Key indicators of smart grid investment.
[image: Table 1]4.2 Experimental setup and details
To test the running effectiveness of our models, we choose three baseline models, LSTM, CNN-LSTM, CNN-BiLSTM, and five innovative models Bit et al., Dia et al. Then we also test the accuracy and recall (Precision & Recall) of different models; the model’s prediction accuracy is one of the important indicators of the model, which can be a good measure of the model’s performance. Secondly, we will also compare the lift value and the amount of operations Flops (G) of different models; the larger the lift (lift index), the better the model. The smaller the value of Flops(G), the less the number of text processed by the model, and the faster the training and computing speed. Finally, we compare different models’ stability index (population stability index), PSI, on other datasets.
4.3 Experimental results and analysis
In Figure 5, we compare the inference speed of different models in two simple datasets, Dow Jones for dataset 1 and S&P 500 for dataset 2. In Figure 5, we compare the inference speed of LSTM Stryczek and Natkaniec (2023) and CNN-LSTM Kuyumani et al. (2023): CNN-BiLSTM Yanmei et al. (2023) and our model for different amounts of historical data. Similarly, in Fig. b, we compare the inference speed of Bitirgen and Filik (2023), Diaba and Elmusrati (2023), BiLSTM, CNN-LSTM, Bit et al., and our model for a total of six models, and the results show that our model outperforms the other models in terms of inference speed, both in dataset 1 and in dataset 2.
[image: Figure 5]FIGURE 5 | Comparison of inference speed of different models in different datasets (Dataset 1 is the Dow Jones index (Dow Jones), and dataset 2 is the S & P 500 index (S & P 500), both of which are simpler datasets because they have only financial variables, (A,B) are from data set 1, (C,D) from Dataset 2).
Figure 6 compares the inference speed of different models in more complex datasets. The ability to handle complex datasets is one of the important metrics of time series forecasting models, where Figure 6A compares the number of inferences of four models, LSTM, CNN-LSTM, Bit et al., and our model in dataset 3, Figure 6B compares the number of assumptions of three models, LSTM, CNN-LSTM, CNN-BiLSTM and our model in dataset 3, Figure 6C compares the number of inferences of three models, Bit et al. CNN-BiLSTM and our model for different historical data on dataset 3. Figure 6C reaches the inference speed of Bit et al., Dia et al., and Dairi et al. (2023). The results show that the inference speed of our model is still faster than other models in complex datasets, showing good generalization.
[image: Figure 6]FIGURE 6 | Comparison of inference speed of different models in different datasets (dataset 3 is Smart grid control systems (SGCSs) datasets, and dataset 4 is National Renewable Energy Laboratory (NREL) datasets, because these two datasets contain indicators of the policy environment, technological innovation, competitive landscape, consumer demand, energy prices, etc., and are therefore more complex datasets, (A,B) are from data set 3, (C,D) from Dataset 4).
In Figure 7, we compare the accuracy and Recall of different models for different data, where accuracy is the ratio of the number of relevant documents retrieved to the total number of records retrieved, which measures the accuracy of the retrieval system. The Recall is the ratio of the number of relevant documents retrieved to the total number of relevant documents in the document library, which measures the completeness of the retrieval system. Both values are between 0 and 1; the closer the matter is to 1, the higher the accuracy or completeness rate. In Figure 7A, we compare the Precision and Recall (Precision & Recall) of LSTM, CNN-LSTM, CNN-BiLSTM, Bit et al., and in Figure 7B, we compare the Precision and Recall (Precision & Recall) of LSTM, CNN-LSTM, CNN-BiLSTM, Bit et al., Dia et al., Dairi et al., Shanmugapriya and Baskaran (2023), Nazir et al. (2023) and our models on Dataset 3 and Dataset 4. Recall). The results show that the Precision and Recall (Precision & Recall) of our model, in all four datasets, are better than the other models, showing strong generalization and accuracy.
[image: Figure 7]FIGURE 7 | Comparison of Recall Precision values for different models in different datasets (Dataset 1 is Dow Jones, Dataset 2 is S & P 500, Dataset 3 is Smart grid control systems (SGCSs) datasets, Dataset 4 is National Renewable Energy Laboratory (NREL) datasets, (A) are from data set 1 and 2, (B) from Dataset 3 and 4).
In Figure 8, we compare the amount of operations Flops (G) of different models; the size of the functions of a model is one of the important indicators of model performance. Therefore, we compare the LSTM, CNN-LSTM, CNN-BiLSTM, Bit et al., and Dia et al. The results show that after the feature extraction of CNN and the optimization of the WOA whale algorithm, our model’s operations are significantly reduced compared with other models, which means that our model’s training time and prediction time can be shorter. The performance of our model is This means that our model’s training time and forecast time can be faster, and the version of our model is better than other models.
[image: Figure 8]FIGURE 8 | Comparison of different models in different datasets (Dataset 1 is Dow Jones, Dataset 2 is S&P 500, Dataset 3 is Smart grid control systems (SGCSs) datasets, Dataset 4 is National Renewable Energy Laboratory (NREL) datasets).
In Figure 9, we compare the Lift values of different models, and the lift metric is more intuitive and easy to understand in practical applications. It can be used to measure the effectiveness of a model for a specific group of a certain size based on business requirements. In a given scenario, the binary classification model has a random rate, representing the probability of an unexpectedly positive response or the proportion of actual positive samples to the entire piece (equivalent to empirical data). With a classification model, the population can be effectively targeted. ”Valid” means that the proportion of positive observations in the top ranking (e.g., top 0.1) is higher than the random rate when all words are ranked in descending order of predicted probability. Boosting can be calculated as the proportion of positive observations among the top comments to the random rate. The numerator is the capture rate. The higher the lift value, the better the performance of the model. X-axis numbers 1 to 9 represent this model LSTM, CNN-LSTM, CNN-BiLSTM, Bit et al., Dia et al., Dairi et al., Sha et al., Nazet al., and our model, respectively. The results show that the lift value of our model is significantly higher in four different data sets. The results show that our model has substantially higher Lift values in four different data sets than the other models, which means that our model has the ”better” predictive power and the model best runs.
[image: Figure 9]FIGURE 9 | Comparison of Lift values for different models (The lift curve measures how much ”better” the model is at predicting compared to not using the model; the larger the lift, the better the model runs.
This is the flow chart of the model Algorithm 1; first input the historical data of the smart grid financial market, preprocess and normalize the data at the data input layer, and then put the data set into a one-dimensional CNN unit for feature Extract and process the data set to reduce the dimensionality, and then input the feature data into the BiLSTM layer to learn the historical data of the smart grid financial market, and then optimize the WOA whale algorithm to obtain the optimal parameters of the model, improve the accuracy of prediction, and increase the reasoning time, and finally output the predicted value.
Algorithm 1.
[image: FX 1]In Figure 10, we use a scatter plot to more visually compare the PSI values of our model when the number of inferences varies. The sample stability index (PSI) is commonly used to measure the stability of a sample. For example, if the model is stable between 2 months, a PSI value of less than 0.1 for a variable indicates that the change is less significant. If the PSI value is between 0.1 and 0.25, it means a more substantial change. If the PSI value is greater than 0.25, the variable changes more dramatically and requires special attention. As can be seen from the figure, even with a higher number of inferences, the stability of our model’s operation still has a better performance compared to other models, and the strength of our model has a good performance in different data sets, which is due to the high convergence speed and global search capability of the Whale Algorithm (WOA), and after optimization using the Whale Algorithm (WOA), the operation of our model’s stability is significantly better than other models.
Table 2 compares the accuracy, computation, and parameter size of the models mentioned in the paper with our model. The table shows that our model has significant advantages in these aspects.
[image: Figure 10]FIGURE 10 | Comparison of population stability index, PSI for different models on different datasets (dataset 1 is Dow Jones, dataset 2 is S&P 500, dataset 3 is Smart grid control systems (SGCSs) datasets, and National Renewable Energy Laboratory (NREL) datasets for dataset 4).
TABLE 2 | A comparison of different models.
[image: Table 2]5 CONCLUSION AND DISCUSSION
This paper uses a WOA-based CNN-BiLSTM model to predict the smart grid financial market. Firstly, it is determined that the long short-term memory network model (LSTM), which performs better in long-term prediction, is used. Then, the bi-directional long short-term memory network model (BiLSTM) to consider both forward and backward contextual information is more applicable for the smart grid financial market, and then the one-dimensional CNN network is selected by combining the feature selection characteristics of convolutional neural network (CNN) for historical data filtering, optimizing the input data of BiLSTM for shorter training time, faster prediction, and higher accuracy of prophecy, and finally the Whale Algorithm (WOA) with higher convergence speed and global search capability, which is suitable for solving a variety of optimization problems. Combining it with the CNN- BiLSTM model, the advantages of WOA can effectively solve the problem of missing historical data that may occur in the BiLSTM network in the prediction of long time series, which leads to the reduction of prediction accuracy, and also has the advantages of speeding up the model operation, improving the AUC value and reducing the operation volume.
The contribution points of this paper are as follows.
• Compared with traditional time series models, our model has improved the prediction accuracy of the smart grid financial market due to the inherent advantages of deep learning models and the optimization of other models.
•Compared with neural network models such as BP neural network, RBF neural network, and CNN neural network, our model is much more interpretable. With the dimensionality reduction of the CNN network, our model is much less computationally intensive than neural network models.
•Compared with deep learning models, including recurrent neural networks and long and short-term memory networks, etc., our model can avoid the problem of missing historical data when dealing with a large amount of historical data, thus improving the model’s prediction accuracy.
At the same time, the method in this paper still has some limitations; compared with other deep learning algorithms, its training speed is greatly accelerated, but the reduction of computing is not very obvious at the same time because this paper combines three models, the overall structure of the model framework has some complex, for the above problems, our sub-module test comparison, continue to optimize each module, compared with other deep learning algorithms. Based on the LSTM model, we look for modules that are more suitable for solving the smart grid financial market prediction.
Smart grid financial market prediction also helps to promote the rapid development of smart grid-related industries. With the rapid changes in the energy industry, smart grid technologies and solutions have become the focus of many companies Li et al. (2020); ? The rapid development of this technology has brought a lot of investment opportunities and business opportunities, but there are also certain investment risks. By forecasting the smart grid financial market, investors can better understand the risks and opportunities of the market and develop investment strategies accordingly. For example, predicting future market demand and supply conditions can help investors decide which areas are more promising and which should be avoided. Policymakers can use financial market forecasts to facilitate the rapid development of smart grids. Policy-making requires understanding market demand and conditions and forecasting future market trends to develop appropriate policies and measures. By predicting the direction of the smart grid financial market, policymakers can better plan future policies to promote industry development. Entrepreneurs can use financial market forecasts to adjust their strategies and investments to adapt to future market changes. For example, based on market forecasts, companies can decide whether to enter a new market, adopt a new marketing strategy, or adjust their product lines.
In summary, smart grid financial market forecasting is important for promoting the sustainable development of smart grids. Our work can help investors, policymakers, and entrepreneurs better understand market trends and future directions to make more informed decisions and promote the rapid development of the smart grid industry.
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