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This paper proposes a Lyapunov-based power sharing control scheme and a fixed-time-based distributed optimization algorithm to achieve optimal power sharing of sources in a DC microgrid. The Lyapunov-based controller is designed based on so-called ratio consensus protocol, where it drives the sources to a desired proportional power sharing by regulating the voltage profile of the DC microgrid. The distributed optimization optimizer is established by integrating a finite-time weighted consensus algorithm with an iterative algebraic operation, where it calculates the optimal power dispatch on the target of minimizing the generation cost. The optimizer receives the current output power of the controlled DC microgrid and sends the obtained power dispatch to the power sharing controller as the proportionality coefficients. Both the controller and optimizer are carried out in a fully distributed way. Under the framework of the Lyapunov method, stability analysis of the DC microgrid with the proposed control scheme, as well as convergence and optimality analysis of the distributed optimization algorithm, is provided. However, the influence of the time delay of the controller on the system remains to be further investigated in future work.
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1 INTRODUCTION
The smart grid has been attracting much attention in recent years, where it integrates the traditional power grid, renewable distributed resources, and advanced control and optimization methods on the bridge of cyber-physical techniques (Liu et al., 2021; Hou et al., 2022). With the increasing penetration of renewable energy sources (RESs) and distributed generators (DGs), traditional power systems are transforming into the form of a distributed autonomous power system, namely, the microgrid (Hatziargyriou et al., 2007). In recent years, a lot of research on the DC microgrid has been emerging since it avoids the reactive power regulation and the harmonic compensation compared with the traditional AC microgrid (Olivares et al., 2014; Papadimitriou et al., 2015; Meng et al., 2017; Wang et al., 2023).
Power sharing control is one of the important control targets of microgrids (Simpson-Porco et al., 2013; Morstyn et al., 2016a; Morstyn et al., 2016b). Under the framework of the hierarchical control (Guerrero et al., 2011; Bidram and Davoudi, 2012), the current sharing problem of parallel DC microgrids has been solved by decentralized methods (Guerrero et al., 2011; Khorsandi et al., 2014; Hamzeh et al., 2015) and distributed methods (Anand et al., 2013; Lu et al., 2014; Wang et al., 2016a), respectively. Indeed, the decentralized controller has been wildly used for the practical AC/DC microgrids (Hou et al., 2019). Recently, the distributed controller for the DC microgrid has been developed and attracts much attention (Liu et al., 2023b; Liu et al., 2023a). The decentralized methods require transmitting the voltage of a common bus to each converter, whereas the distributed methods merely require the current or voltage information on neighbors via an information network. Similarly, distributed control schemes have also been developed in the current sharing problem of the DC microgrid with meshed topology (Nasirian et al., 2014). However, current sharing guarantees the power sharing of loads but not that of sources. In addition, the existing current sharing controllers are not applicable to accurate energy management at the source side.
When considering the generation cost of power sources, achieving optimal power sharing becomes a crucial problem that can be solved through an economic dispatch model (Ahmed et al., 2023). Distributed economic dispatch optimization algorithms have been developed, taking advantage of consensus algorithms in multi-agent systems, including the ϵ-based consensus algorithm (Yang et al., 2013), distributed bisection method (Xing et al., 2015), distributed projected gradient algorithm (Guo et al., 2016), subgradient-based consensus algorithm (Wang et al., 2016b), event-triggered consensus algorithm (Li et al., 2016), and consensus-based energy management algorithm (Zhao et al., 2016). However, most existing algorithms for economic dispatch neglect the transmission loss of power lines, despite some literature studies discussing it [e.g., Kron’s loss formula models in Loia and Vaccaro (2014)]. It is noted that Kron’s loss formula models transmission loss, but obtaining the loss coefficients B in practice is difficult. Optimal power sharing controllers have been designed by integrating the physical system and economic dispatch model in several studies, including Hamad et al. (2016), Li et al. (2017), Moayedi and Davoudi (2017), and Hu et al. (2018). It is noted that Li et al. (2017) formulated an optimization problem but regard the power flow as a constraint, and they then used the optimized parameters in the decentralized primary controller. However, this optimization problem was solved by a centralized heuristic algorithm, which requires global information, and may become computationally expensive once the number of sources increases. As an alternative, power sharing control schemes with distributed optimization algorithms have been widely developed by interacting with neighboring sources (Hamad et al., 2016; Moayedi and Davoudi, 2017; Hu et al., 2018).
The proposed distributed method in Moayedi and Davoudi (2017) can simultaneously optimize the power sharing of sources and regulate the voltage profile, where the generation limits of sources are also guaranteed by their incremental cost consensus protocol. The method in Hu et al. (2018) is a discrete-time control protocol using the current imbalance information, where the economical regulator generates a reference current signal for each converter to achieve the optimal power sharing of sources. Supervisory control has been designed on the basis of the sensitivity analysis, where it successfully solves the equal power sharing problem (Hamad et al., 2016). Then, the distributed equal incremental cost (DEIC) algorithm is proposed to achieve the optimal power dispatch. Optimal power sharing control has been investigated in Chang et al. (2023) for a hybrid AC/DC microgrid, but it mainly focuses on the power dispatch between the AC and DC sides while ignoring the optimal power sharing of the sources at the DC side. Optimal energy consumption has been analyzed in Xiao et al. (2022) for a practical shipboard DC microgrid, where the analysis is based on the transfer function with a linear dynamic part. However, in the aforementioned literature, the stability criteria are hard to be verified because all the poles of the transfer functions or all the eigenvalues of a big matrix should be calculated and checked to ensure them within the open left-hand plane or within the unit circle at the origin. In addition, the parameter design may fail to work if the Laplacian matrix of the communication topology or the conductance matrix of the DC microgrid is unknown.
In this paper, a distributed Lyapunov-based proportional power sharing control and a distributed initial value restoration (distributed optimization) optimization algorithm are designed to achieve the optimal power sharing of sources in a meshed DC microgrid. The Lyapunov-based controller is a consensus-like scheme based on the power information on neighbors. The proposed distributed optimization algorithm consists of a finite-time weighted consensus protocol and an algebraic operation on initial value restoration. In the process of optimization operation, the optimizer receives the real-time output power information and calculates the optimal power dispatch, and then sends back the optimized power dispatch to the controller as the proportionality coefficients. Additionally, a rigorous analysis of stability, convergence, and optimality is given. Compared with existing methods, the key contributions of this paper are summarized as follows:
1. The Lyapunov-based proportional power sharing controller for a DC microgrid is designed, which does not require to know the Laplacian matrix of the communication topology and the conductance matrix of the DC microgrid, as needed in existing approaches (Hamad et al., 2016; Moayedi and Davoudi, 2017; Hu et al., 2018).
2. The proposed distributed optimization algorithm is a fully distributed algorithm. Compared with Moayedi and Davoudi (2017), our optimization method avoids transforming the information topology once a generation reaches its limits, where the change of topology may lead to the redesign of parameters. Compared with Hu et al. (2018) and Hamad et al. (2016), our optimization method can work without knowing the exact number of sources.
3. Optimal sharing control has been investigated in Dou et al. (2022), however, on the DC microgrid with the single-bus configuration. Moreover, the consensus-based secondary control is designed using the power on the load rather than the output power of the distributed generation unit (DGU). In this paper, we focus on the DC microgrid with meshed configuration and the optimal power sharing of the DGU.
4. Optimal control of the DC microgrid is discussed in Huang et al. (2022) with a rigorous theoretical analysis and considering balance of the charge state. However, the paper focuses on the optimal voltage control rather than on the power sharing control of the DC microgrid.
The organization of the remaining part is as follows. The preliminaries and problem statement are given in Section 2. The distributed Lyapunov-based proportional power sharing control is presented in Section 3, where stability analysis is given. The distributed optimization algorithm and the convergence proof are given in Section 4. The simulation test is given in Section 5, and the conclusion is drawn in Section 6.
2 PRELIMINARIES
Consider a DC microgrid with N bus nodes, denoted as [image: image]. Define Gij as the conductance of the transmission line connecting with nodes i and j, where Gij > 0 if the i-th node and j-th node are connected via a power line, and otherwise, Gij = 0 if they are not connected. Gii is the shunt conductance of the local load. Then, the conductance matrix [image: image] with Yij = −Gij if i ≠ j; otherwise, [image: image]. Before describing the optimal power sharing control problem of the DC microgrid, a brief introduction of information flow is given. Denote [image: image] as the information flow of sources. The graph [image: image] is described with a set of nodes [image: image], a set of edges [image: image], and a weighted adjacency matrix [image: image] with non-negative adjacency elements. The node i represents the ith source. Note that aij > 0 if and only if the ith source can obtain information from the jth source. Define Ni = {j|aij > 0}, which is the set that contains the neighbors of the node i. The Laplacian matrix [image: image] of the graph [image: image] is defined as lij = −aij if i ≠ j; otherwise, [image: image].
The cost of each generation unit is denoted as Ci(Pi), where Pi is the power generation of the i-th DG. As illustrated in Figure 1, the control and optimization framework of a DC microgrid is, in fact, a cyber-physical system which consists of a cyber system layer and a physical system layer. The physical layer is a real-time system including loads, sources, DC–DC converters, and zero-level controllers. The cyber layer is a management system that takes charge of control and optimization for the microgrid in a distributed manner through a communication network and local calculation units. In our framework, there are a power sharing controller and a generation optimizer in each source. They cooperatively calculate the reference voltages for the zero-level controllers, which directly regulate the output voltages of buses.
[image: Figure 1]FIGURE 1 | Cyber-physical framework of a DC microgrid in meshed configuration.
For the generation optimizer, it aims to calculate the optimal power dispatch of sources by solving an economic dispatch problem, which can be described as the following optimization formulations:
[image: image]
[image: image]
[image: image]
where Ci(⋅) is the generation cost function, [image: image] is the optimization variable denoted as the ith power generation, PDemand is the total power demand, and [image: image] and [image: image] are the lower bound and the upper bound of the output power, respectively. The optimization result [image: image] will be further sent to the power sharing controller as a reference.
For the power sharing controller, it aims to design the reference voltage of buses [image: image] for the zero-level controller such that the real-time output power could track on the optimized output power,
[image: image]
where Pi is the real-time output power and [image: image] is the optimal output power dispatch generated by the generation optimizer.
Under the framework in Figure 1, the objective of optimal power sharing control is to minimize the total generation cost of the microgrid by regulating the output voltage of buses while meeting the demand and power generator constraints. To solve the optimal power sharing control of the DC microgrid, a proportional power sharing controller and a distributed optimization algorithm are designed.
3 PROPORTIONAL POWER SHARING SCHEME
In this section, a proportional power sharing scheme is presented to achieve the desired proportional power dispatch of sources, i.e.,
[image: image]
where Pi is the output power and [image: image] is the proportionality coefficient.
3.1 Power sharing scheme
The power sharing control scheme for the ith source in the DC microgrid is designed as
[image: image]
[image: image]
where k is a positive control parameter, vrated is the nominal voltage of microgrids, and Pi is the real-time output power of the ith source. The power sharing of sources in the DC microgrid can be achieved using the active power information on neighbors, as illustrated in Figure 2. Because the dynamics of the converter is evolving in a fast time-scale, the output voltage of the source could rapidly track on the reference voltage [image: image] by the zero-level controller, as shown in Figure 2. Under this circumstance, it could be assumed that [image: image]. The following subsection gives the stability analysis of the DC microgrid under the proportional power sharing controller.
[image: Figure 2]FIGURE 2 | Distributed controller for each DC–DC converter.
3.2 Stability analysis
Let V = col(v1, v2…, vN), δ = col(δ1, δ2…, δN), and P = col(P1, P2…, PN). Define the notation [image: image] as the diagonal matrix with diagonal elements b1, …, bN; then, the compact form of the sources’ dynamics is given by
[image: image]
where Vrated = 1Nvrated, [image: image], [image: image], and [image: image]. The dynamics of sources subject to the power flow equations
[image: image]
where [image: image] and [image: image] is the demand power of local loads at bus i. Hence, the closed-loop system can be obtained as
[image: image]
[image: image]
Indeed, taking the derivation of both sides of Eq. 6a and substituting Eq. 6b yields Eq. 8a and Eq. 8b, which is the DC power flow for the meshed configuration of the DC microgrid. Note that Eq. 8a is a differential equation and Eq. 8b is an algebraic equation. Before giving the stability analysis of the closed-loop system, denote the equilibrium of (8) as E = (P⋆, V⋆), which satisfies the following equations:
[image: image]
Theorem 1. Suppose that the communication graph is connected. Consider the closed-loop system (8). The proposed distributed controller (6) ensures the following statements:i) the solution of (8) approaches the equilibrium E andii) the power sharing (5) is guaranteed.Proof: Define the Lyapunov functional candidate as
[image: image]
Taking the derivative of the Lyapunov function along (8), one has
[image: image]
It is noted that D−1LD−1 is a symmetric matrix with non-negative eigenvalues because the communication graph is connected.By LaSalle’s invariant principle, the solution of (8) will approach the largest invariant set of
[image: image]
Indeed, the solution is also subject to the algebraic flow equation [image: image]. Hence, it will approach the set [image: image]. It is easy to find that [image: image], which means the solution of (8) will approach the equilibrium E.Note that [image: image] indicates PTD−1LD−1p = 0, where it implies LD−1p = 0. L is the Laplacian matrix, of which the row sum equals to zero. Therefore, the null space of the matrix LD−1 is [image: image], which indicates there exists a positive constant p* such that [image: image]. Obviously, it guarantees
[image: image]
This completes the proof of Theorem 1.
Remark 1. Set[image: image], where[image: image]is the desired output power of theith source satisfying[image: image]with[image: image], denoted as the power loss on lines. The proportional power sharing controller ensures[image: image], whereχis a positive constant. By the power flow Eq. 8b), one has[image: image], which indicates that[image: image]andχ = 1. In this way, it achieves the desired power output of sources.
Remark 2. Based on the Lyapunov stability analysis, the parameter design of the power sharing controller is quite simple, where it only requiresk > 0. Note that the selection ofkis independent of the Laplacian matrixLand the conductance matrixY. Moreover, the parameterkdetermines the speed of the convergence.
4 OPTIMAL ECONOMIC DISPATCH
This section aims to obtain the optimal power dispatch by solving the economic dispatch problem (Eqs 1–3).
4.1 Solution to the economic dispatch problem
Similar to the classic economic dispatch problem formulation in AC microgrids, the cost functions of dispatchable sources can be approximated as a quadratic function (Wood and Wollenberg, 2012),
[image: image]
where [image: image] is the output of the ith power generator, and αi, βi, and γi are the corresponded parameters.
Define the Lagrangian operator [image: image] such that
[image: image]
where λ is the Lagrange multiplier and PD is the sum of the real-time output power transmitted from the controller. PD includes both the load demand PDemand and the transmission loss Ploss. For the EDP with power generation constraints, the optimal incremental cost λ* can be obtained by verifying [Eq. (3.7) in (Wood and Wollenberg, 2012)]
[image: image]
4.2 Distributed optimization algorithm
This subsection presents a discrete-time multi-agent system that employs the local variable λi(t), where [image: image], to collaboratively estimate the optimal λ* in Eq. 11. Prior to introducing the distributed optimization algorithm, it is necessary to define a projection operator that maps from [image: image] to Ω
[image: image]
where [image: image] is a closed convex set, and λi locates within an accessible set [image: image], where [image: image] and [image: image]. In light of Liu et al. (2020), a two-step distributed optimization algorithm is designed based on the projection operator, taking into account the power generation constraints.
4.2.1 bfAlgorithm 1: two-step distributed optimization algorithm
Step 1. Distributed finite-time consensus policy.
[image: image]
Step 2. Initial value restoration operation.
[image: image]
where [image: image] is a time-dependent gain with [image: image] being the t-th eigenvalue of the Laplacian matrix [image: image]. λi0 = 2γiPi + βi, Pi is the output power, [image: image] represents [image: image]zi is called as the restoration variable, and [image: image] is the consensus value to be calculated in Step 1 at each iteration.A major difference to Liu et al. (2020) is that we apply a fixed-time consensus algorithm via the discrete-time multi-agent system. The distributed optimization algorithm involves two steps for each source. In Step 1, a fixed-time discrete-time consensus algorithm is employed to drive λi to converge to consensus within N steps. In Step 2, we carry out the projection to operate and restore the initial value of λi according to the consensus value calculated in Step 1. These two steps are run alternately until [image: image] converges. The flowchart of the distributed optimization algorithm is depicted in detail in Figure 3.
[image: Figure 3]FIGURE 3 | Flowchart of the distributed optimization algorithm.
Remark 3. Like the optimization algorithms in Hu et al. (2018) and Hamad et al. (2016), the proposed distributed optimization algorithm utilizes the increment cost of neighbors, i.e.,λj, j ∈ Ni. However, our algorithm still works without requirements on the total number of the sourcesNand the number of other neighbors|Nj|, j ∈ Ni.
4.3 Interactive operation of the controller and optimizer
In the aforementioned sections, the proposed controller and optimizer separately achieve the desired proportional power sharing of sources and optimal power dispatch of sources. However, when the power sharing controller regulates the voltage profile, the transmission loss of lines changes accordingly such that the sum of real-time output power is no longer equal to the sum of optimized power, and to solve this problem, an interactive operation of the proposed controller and optimizer is presented, as shown in Figure 4.
[image: Figure 4]FIGURE 4 | Interactive operation of the controller and the optimizer in the ith source.
In Figure 4, Δτ is the duration of optimization at each time and Δt is the time interval between two optimizations. During the period Δt, the power sharing controller sends the real-time output power to its generation optimizer. Subsequently, the optimizer calculates the optimal power dispatch and sends back the obtained dispatch to the controller as the proportionality coefficients. Then, the power sharing controller calculates the reference voltage for the zero-level controller, and the zero-level controller drives the DC microgrid to its steady state. Additionally, the controller will resend the current real-time output power to the generation optimizer for the next optimization. Specifically, the operation in the DC microgrid follows four steps:
1) The output power Pi of each bus at the physical system will be sent to its generation optimizer.
2) The optimal power dispatch [image: image] under the current circumstance (i.e., the current output power Pi) is calculated and sent back to the power-sharing controller.
3) The power-sharing controller works with the proportionality coefficient [image: image] until the DC microgrid reaches its steady state.
4) Repeat steps 1–3 until the optimal power dispatch [image: image] is convergent.
5 SIMULATION TEST
The simulation test is carried out based on MATLAB/Simulink to demonstrate the effectiveness of the proposed methods. Consider a meshed DC microgrid with six buses including six sources and six local loads, as shown in Figure 5. The rated voltage of the microgrid is selected at 380 V.
[image: Figure 5]FIGURE 5 | Microgrid tested with six buses.
The line parameters and the load parameters are listed in Table 1. The parameters of generation cost are shown in Table 2. Each source is driven by a boost DC–DC converter with both current-loop and voltage-loop PI controllers, as shown in Figure 2, where vs = 220 V, L = 2 mH, and C = 470 μF. In the proposed control method, the parameter k is designed as 4,000. The constant power load is modeled via a DC/DC buck converter with a constant impedance load.
TABLE 1 | Parameters of lines and loads.
[image: Table 1]TABLE 2 | Generation cost parameters.
[image: Table 2]5.1 Proportional power sharing
Before t = 5 s, it is supposed to achieve the average power sharing, which means each source provides 16.67% of the total power demand. After t = 5 s, it is supposed to achieve a desired proportional power sharing, where six sources provide 15%, 15%, 15%, 20%, 15%, and 20% of the total power demand. In this case, [image: image] and [image: image] are first set as 17,500, then [image: image], [image: image], [image: image], and[image: image] will be reset as 15,750 and [image: image] and [image: image] are reset as 21,000 at t = 5 s. As seen in Figure 6A, the output power of six sources is converging to 17.5 kW at the first 5 s. During the last 5 s, the desired power sharing is achieved, where the output power of sources 1, 2, 3, and 5 converges to 15.75 kW and the output power of sources 4 and 6 converges to 21.0 kW as well. Moreover, voltage shifts of six buses are shown in Figure 6B. By the proposed control method, the proportional power sharing of sources can be achieved.
[image: Figure 6]FIGURE 6 | Performance of the proportional power sharing test: (A) output power of six sources and (B) voltage of six buses.
5.2 Load step test
The controller performance of the load step test is shown in Figure 7, where two 5-kW loads are added at t = 5 s and removed at t = 10 s on buses 3 and 5, respectively. Figure 7A shows the proportional power sharing of six sources could still be maintained during the period of the test. Figure 7B shows the voltage shifts of six buses.
[image: Figure 7]FIGURE 7 | Performance of the load step test: (A) output power of six sources and (B) voltage of six buses.
5.3 Power sharing with time delay
In this subsection, we have tested our power sharing algorithm with time delay, where two 2-kW loads are added at t = 5 s and removed at t = 10 s on buses 3 and 5, respectively. We have tested on different time delays, say, 50 ms and 100 ms, as shown in Figures 8A–D. It can be observed that power sharing is failed when the time delay is 100 ms, but power sharing can be achieved if the time delay is 50 ms.
[image: Figure 8]FIGURE 8 | Performance of the time delay test: (A) output power of six sources (50 ms), (B) voltage of six buses (50 ms), (C) output power of six sources (100 ms), and (D) output voltage of six buses (100 ms).
5.4 Optimal power sharing
In this test, the optimizer starts to work at t = 5 s. The distributed optimization algorithm is employed with the setting μ = 3. Within 10 iterations, it obtains the optimal power dispatch: [image: image] kW, [image: image] kW, [image: image] kW, [image: image] kW, [image: image] kW, and [image: image] kW. The evolution of λcon and cost C are shown in Figures 9A, B . It observes that λcon keeps decreasing and finally converges to 4.986. The cost of sources decreases as well and converges to a steady state within several iterations. The optimal power sharing of sources is achieved, as seen in Figure 10A. It is worth noting that the output power of source 2 reaches its lower bound, while the output power of source 3 reaches its upper bound. Moreover, voltage shifts of six buses are shown in Figure 10B.
[image: Figure 9]FIGURE 9 | Simulation results of the distributed optimization algorithm: (A) evolution of λcon and (B) evolution of the cost.
[image: Figure 10]FIGURE 10 | Performance of the optimal power sharing test: (A) output power of six sources and (B) voltage of six buses.
6 CONCLUSION
This paper presents a solution to the optimal power sharing problem in a DC microgrid using a combination of the proportional power sharing control algorithm and the DIVR algorithm. Theproportional power sharing control algorithm, designed based on the Lyapunov method, is used to regulate the voltage profile of the microgrid. The fixed-time based distributed optimization algorithm, which uses a weighted finite-time consensus protocol and an initial value restoration algebraic operation, optimizes power sharing among the sources in the microgrid. Both algorithms are fully distributed and implemented at the cyber system layer. The algorithms work together to calculate the reference voltage for the zero-level controller to track, resulting in optimal power sharing among the sources. The effectiveness of the proposed method is demonstrated through simulation on a six-bus DC microgrid. Future work may focus on giving a theoretical bound for the time delay of the distributed optimal power-sharing controller and considering the constraint of the bus voltage during the control process.
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