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An accurate and efficient
quasi-dynamic simulation
method of electricity-heat
multi-energy systems

Yiyang Lu* and Kuo Yang

College of Automation, Jiangsu University of Science and Technology, Zhenjiang, Jiangsu, China

Quasi-dynamic energy flow computation (EFC) has become a critical tool to
determine and predict the states of the multi-energy system (MES), which
helps improve MES’ operation efficiency and issues the security warning.
However, methods in literature suffer numerical problems including fake
oscillations, divergence, etc., Also, with the increasing of system dimensions,
the computation efficiency can be hardly guaranteed due to the cross iterations
between different nonlinear equations. This paper proposes an accurate and
efficient method for quasi-dynamic energy flow computation. Using a scheme
with total variation decreasing property, the numerical instability in solutions
of thermal dynamics are effectively reduced. By estimating local truncation
errors in a cheap way, the simulation step sizes are controlled adaptively and
hence the overall simulation efficiency is greatly increased. Numerical tests were
performed in a small system and the famous Barry Island system, which verified
the advantages of the proposed method in both efficiency and accuracy.

KEYWORDS

multi-energy systems, quasi-dynamic energy flow computation, simulation, PDE (partial
differential equation), operation optimisation

1 Introduction

Nowadays, the wide exploitation of fossil fuels has apparently promoted the greenhouse
effect. In view of this, the concept of multi-energy systems (MES) has been proposed to
increase the overall energy utilization efficiency by reconciling the electric power with
the more flexible heating power (Zhang M. et al., 2021; Jiang et al., 2021; Li et al., 2021;
Zheng et al., 2022). However, the heterogenous forms of energy, which are depicted by
disparate mathematical models, complicate the underlying operational law of MES. Several
analysis methods have been put forward in literature to tackle this, including the steady-
state energy flow computation (EFC) (Liu et al., 2016; Zhang et al., 2021b; Li et al., 2022),
the quasi-dynamic EFC (Pan et al., 2016; Qin et al., 2019; Yao et al., 2021; Yu et al., 2022;
Zhang et al., 2022) and the combined dynamic simulation (Shen et al., 2020; Wang et al.,
2022). Among these methods, the quasi-dynamic EFC can plot the temperature variations
precisely while demonstrates moderate modelling complexity, which has drawn much
attention.

Essentially, the quasi-dynamic EFC in MESs is to simulate the spatio-temporal
temperature distributions along pipelines, the variable mass flow rates, and the node
temperature/power variations in heating network (HN) side, and the time-evolution of
active/reactive power, and the voltage in power grid (PG) side. However, this becomes a
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non-trivial task when considering the spatial dimension of the
system. Spatial evolution is a crucial feature that accounts for the
time-delaying characteristics and hence flexibility of HN, but it
cannot be modelled by ordinary differential equations. As a result,
somemature and commercial time-domain simulation methods are
inapplicable here. Recently, several efforts have been made in this
area but are far from satisfactory. The developed methods undergo
the influences of the so-called dissipative anddispersive errors, fail to
respond quickly, and sometimes even diverges due to the numerical
instability. Therefore, the development of a quasi-dynamic EFC
method that possesses both fast responding time and high accuracy
is still of great necessity.

The research gaps are summarized from two aspects in what
follows. The first aspect is about the modelling and solutions
of the spatio-temporal thermal dynamics in pipelines, which
mainly falls into two categories: 1) the node method and 2)
the partial differential equations (PDEs) and the related finite-
difference/analytical methods. The node method is more physically
sensible. It divides the whole pipelines into thermally insulated
water masses, whose marching along the pipelines constitutes
the thermal transmission. And the average temperatures of the
water masses in the outlet buffer acts as the output temperatures
(Li et al., 2016; 2023). Chen et al. have further proposed an
enhanced node method, the water mass method, to eliminate the
integer variables in optimization applications (Chen et al., 2019),
which sheds light on the more complicated hydraulic-thermal
cooperative operation optimization of MESs (Lu et al., 2020). It
has been pointed out by Yu et al. that the node method is
fairly accurate when depicting thermal dynamics but also suffer
non-convergence issues in variable mass flow scenarios (Yu et al.,
2022).

The PDEs are a more mathematical description of thermal
dynamics. Some people discretize the spatial and temporal
derivatives in the PDEs respectively to derive solvable algebraic
constraints. Wang et al. have compared the accuracy and efficiency
of the implicit upwind method and the characteristic line methods
(Wang et al., 2017). Yao et al. have proposed a novel central
scheme with unconditionally stability (Yao et al., 2021) But the
fake oscillations and damping in the PDE solutions, which are
called dispersive and dissipative errors respectively, are ignored
in their works. By assuming constant mass flow, the analytical
solutions of the PDE can be derived easily. Chen et al. (Chen et al.,
2021) have used the Fourier analysis to derive a series solution.
Yang et al. have derived the analytical power and temperature
expressions with respect to boundary conditions of the PDE
(Yang et al., 2020). And the initial condition case has been later
finished by Zhang et al. (Zhang et al., 2022). Those analytical
methods get rid of dispersive and dissipative errors completely
but are not generic since the hydraulics are assumed to be
still.

The second aspect is about how to obtain the time-varying
hydraulics and electric variables, which are implicitly constrained
by nonlinear algebraic equations. Qin et al. have proposed to
alternatively solve the discretized PDEs and the remaining algebraic
constraints (Qin et al., 2019). The PDE solutions first predict
the thermal variables on the next time window, and then the
remaining variables can be solved by Newton method accordingly.

Yao et al. have pointed out the interaction errors between electric
and heating variables and proposed the power-energy interfaces
to calibrate the computation results (Yao et al., 2022). The cross
iterations betweenPGandHNpart of equations are computationally
intensive, which hold up the responding time of energy flow
analysis. Zhang et al. have proposed to uncouple the HN into
sub-networks, which reduces the overall solution complexity
and works well in constant mass flow scenarios (Zhang et al.,
2021c). Huang et al. have applied the Levenberg-Marquardt-form
Newton method to improve the convergence and efficiency of
EFC (Huang et al., 2023). Yu et al. have proposed to derive
time polynomials, which are called semi-analytical solutions,
of unknown variables with a differential-transformation-based
method (Yu et al., 2022). An adaptive time window strategy
has also been developed to speed up the quasi-dynamic EFC
and ensure convergence. However, the adaptive time window
strategy of finite difference-based method has not been found in
literature.

The research gaps are summarized as follows. The node method
is physically sensible and accurate but is numerically unstable. The
analytical methods provide exact solutions but are restricted to
constant mass flow scenarios. The finite-difference-based methods
are severely affected by the dissipative and dispersive errors, and
the cross iterations between PG and HN sides are time-consuming.
Also, someworks focus on theHNside and overlook the interactions
between PG and HN.

To overcome these limitations, this paper proposes a novel
accurate and efficient solution method of quasi-dynamic EFC of
MESs considering variablemass flow.The proposedmethod is based
on the finite difference method, which is a flux limiter scheme
with total variation decreasing (TVD) property. A novel expedite
technique is further developed to accelerate the calculation. More
precisely, the paper makes the following contributions:

1) The proposedmethod uses a flux limiter scheme to discretize the
PDEs governing thermal dynamics, which effectively reduces the
dispersive and dissipative errors.

2) The proposed method expedites the MES quasi-dynamic EFC
by controlling the temporal simulation step size adaptively.
The technique utilizes two different schemes to generate the
local truncation error estimation, but the computation cost
is cheap.

The structure of the paper is organized in the following way:
Section 2 establishes the quasi-dynamic MES model; Section 3
introduces the flux limiter scheme of PDEs; Section 4 develops the
expedite scheme; Section 5 gives the detailed simulation procedure;
Section 6 gives the case studies; Section 7 concludes.

2 Model formulation

2.1 Thermal transmission equations

The thermal dynamics of the heating pipelines can be depicted
by

∂T
∂t
+ ṁ
Sρ

∂T
∂x
+ 1
SρcR
(T−T o) = 0 (1)
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TABLE 1 Bus type classification of PG.

Bus type Slack PV PQ

Known e, f P,Q

Unknown P,Q P,Q,e, f e, f

TABLE 2 Node type classification of HN.

Node type Slack Source Load Intermediate

Known Ts Ts ϕ,Tr ϕ = ṁin

Unknown ϕ,ṁin,Tr ϕ,ṁin,Tr ṁin,Ts Ts,Tr

where we denote by T (°C) the temporal-spatial distribution of
temperatures along the pipelines; ṁ (kg s−1) is the mass flow rate;
S (m2) is the cross-sectional area of the heating pipeline; ρ (kg m−3)
is the density of mass flow; R (W m−1 C−1) is the thermal resistance
of the pipeline segment; c (J kg−1 C−1) is the specific heat capacity; t
and x are the time and position variables respectively; To (°C) is the
outside temperature of pipeline.

2.2 Thermal equations

The node temperatures are the mixture of the outlet
temperatures of the pipelines flowing into the node, which has
the formula

∑miT
out
i = T n∑mi, i ∈ 𝔼inn (2)

T in
i = Tn, i ∈ 𝔼outn (3)

where we denote byT out
i /T in

i the outlet/inlet temperature of pipeline
i; Tn is the temperature of node n; ṁi is the mass flow rate of pipeline
i; 𝔼inn /Eoutn is the set of pipelines flowing into/out of node n.

2.3 Hydraulic equations

The hydraulic models are comprised of the mass flow
injection/continuity equation, which have the formula

∑
j∈𝔼inn

ṁj =min
n (4)

∑
j∈𝔼inn

ṁj = ∑
i∈𝔼outn

ṁi (5)

where ṁin
n is the node injection mass flow rate of node n.

Some HN contains loops and the pressure drop around a closed
loop equals zero, so we have

∑
i
Ki|ṁi|ṁi = 0, i ∈ 𝔼loopj , j = 1,2,⋯ (6)

where we denote by Ki the resistance coefficients of pipe i. 𝔼loopj
denotes the set of pipes in loop j.

2.4 Heating power equation

The heating power exchanged at a node can be computed as

ϕ = c |ṁin| (T s −T r) (7)

where we denote by ϕ the heating power, Ts and Tr are respectively
the supply and return temperatures of the node.

2.5 Power flow equations of PG

Since the transients in PG are usually omitted in quasi-dynamic
analysis (Qin et al., 2019; Zhang et al., 2022), we adopt theACpower
flow equation

{{
{{
{

P gen
i = P

load
i +Re(Vi∑

NE

j=1
Y*
ijV

*
j)

Qgen
i = Q

load
i + Im(Vi∑

NE

j=1
Y*
ijV

*
j)

(8)

where the bus voltage of bus i is expressed as

Vi = |Vi| (cosθi + j sinθi) ;

Yij is the admittance from bus i to bus j; P/Qgen/load
i denote the

active/reactive power generated/consumed at bus i respectively.

2.6 Coupling unit

The PG and HN are coupled via CHP units, electric boilers and
heat pumps, etc., (Ma et al., 2021). In this paper, we consider the bi-
directional coupling CHP units, that is, the heating power output of
slack node ofHN is determined by the electric power output of some
PV bus in PG while the electric power output of slack bus of PG is
determined by the heating power output of some slack node in HN.
We have

ϕCHP = ηCHP ⋅ PCHP

where we denote by ηCHP the energy conversion efficiency
coefficient.

3 The conservative scheme with flux
limiter

The dissipation and dispersion errors in the solutions of Eq. 1
by implicit upwind scheme and the central scheme are due to the
increase of total variations. To eliminate or reduce these errors,
scheme with TVD property is a must. However, it has been
theoretically proved by Thomas (Thomas, 1995) that a linear TVD
difference scheme is at most of first order temporal/spatial accuracy,
which is insufficient in practical use.

To utilize the TVD property and meanwhile achieve high order
accuracy, an alternative approach is to adaptively switch between
the TVD low-order scheme and the non-TVD high-order scheme.
In smooth sections, simulation codes are switched to the high-
order scheme while in non-smooth sections where dissipative and
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FIGURE 1
Flow chart.

FIGURE 2
Pipeline outlet temperatures.
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TABLE 3 Computation errors.

Implicit upwind Central FL (Van leer) FL (C-O) FL (superbee)

0.2607 0.1773 0.1327 0.1404 0.1431

FIGURE 3
Schematic diagram of the small system.

dispersive errors are conspicuous, simulation codes are switched to
the TVD scheme.

Following the above philosophy, we use the following
conservative scheme with flux limiter to solve the PDE Eq. 1, which
yields

T n+1
k = T

n
k −R[h

n
k+1/2 − h

n
k−1/2] − bΔt(T

n
k −T

o) (9)

where R = Δt/Δx; k denotes the spatial difference indices; n denotes
temporal difference indices; M denotes the total number of spatial
difference sections; hnk+1/2 and hnk−1/2 denote the numerical flux
function with formula

hnk+1/2 = aT
n
k +ϕ

n
k
1
2
a (1− aR)(T n

k+1 −T
n
k) , (10)

hnk−1/2 = aT
n
k−1 +ϕ

n
k−1

1
2
a (1− aR)(T n

k −T
n
k−1) , (11)

a = ṁ/Sρ; b = 1/SρcR. In numerical flux function, the terms without
ϕnk denote the first-order TVD scheme while the terms with ϕnk
are used to increase the accuracy order to second in smooth
sections.

The function ϕnk = ϕ(θ
n
k) is referred to as the flux limiter, where

θnk =
T n

k −T
n
k−1

T n
k+1 −T

n
k

is referred to as the smooth indicator here. In smooth sections, θnk
approaches 1 and we want ϕnk to approach 1 so that Eq. 9 becomes
the second-order Lax-Wendroff scheme. In discontinuous sections,
we want ϕnk to approach 0 so that Eq. 9 becomes the TVD FTBS
scheme (Thomas, 1995). Moreover, we should put θnk ≥ 0. For the
k = 2 and M cases where θn1 and θnM do not exist, we simply put
ϕ = 0.

Typically, there are respectively the following three kinds of flux
limiters:

(1) Van Leer limiter:

ϕ (θ) =
|θ| + θ
1+ |θ|

(2) C-O limiter:

ϕ (θ) =max {0,min [θ,ψ]} , ψ ∈ [1,2]

(3) Superbee limiter:

ϕ (θ) =max {0,min {1,2θ} ,min {θ,2}}

In the case study, we will compare these three kinds of flux
limiters in terms of dissipative and dispersive error elimination.

4 The expedite technique

Proper temporal step size Δt is vital since they account for the
overall simulation efficiency and convergence. In this paper, we
propose to adaptively control Δt during simulation in the following
way.

The kernel of the technique is to construct two schemes with
different accuracy and use their deviations to estimate the local
truncation errors. Here, puttingϕ = 0 in Eq. 9, we have the first order
FTBS scheme. In each step, the PDEs are first solved with the FTBS
scheme, and the result is denoted by yI . Then the results by flux
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FIGURE 4
Node 2 temperature.

FIGURE 5
Pipe 2 mass flow rate.
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TABLE 4 Computation errors in small-system case.

  Ts/°C Tr/°C ṁ/kg s−1 ϕ/W P/p.u e/p.u f/p.u

Method 1 0.0387 1.9e-3 1.5e-3 3.3e2 3.5e-5 1.3e-6 2.1e-5

Method 2 0.0161 7.9e-4 5.0e-4 9.5e1 1.0e-5 3.7e-7 6.1e-6

Method 3 0.0111 5.5e-4 3.6e-4 7.7e1 8.3e-6 3.0e-7 5.0e-6

TABLE 5 Total computation time in the small system.

Method 1 (s) Method 2 (s) Method 3 (s) Method 4 (s)

11.17 11.58 9.28 6.72

limiter (FL) scheme, which is denoted by yII , can be obtained by
adding the terms containing ϕ in Eqs 10, 11 to yI . Since no extra
computations are required, this process is computationally cheap.

Subtracting yII from yI , we obtain an estimate of the local
truncation error, i.e.

̃y ≜ |yI − yII| ≈ C (Δh+Δt) .

because Δh cannot be altered, we assume the variation of ̃y is mainly
affected by Δt. We define the i-th component of error tolerance as

εi = Tola +min(|yi (0) |, |yi (Δt) |) ⋅Tolr

where Tola and Tolr are respectively the absolute and relative error
tolerances. Tola is prescribed to prevent the extreme case where
min(|yi (0)|, |yi (Δt)|) is close to zero so that Δt becomes extremely
small. Tolr is prescribed to adjust the number of significant figures in
the computed values. min(⋅, ⋅) ensures that both |yi (0)| and |yi (Δt)|
are within the error tolerance.

In each step, we put the overall simulation errors as 2-norm, that
is yerr = ‖ ̃y/ε‖2.Then we compare yerr with 1. If yerr ≤ 1, we admit the
current step; otherwise, we repeat the current step. In both cases, we
perform the sequential calculation with a new temporal step size,
that is,

Δtnew = Δt ⋅ (
1
yerr
)

1
p
.

As suggested by (Hairer et al., 1993), p should set to be 1 here
because FTBS scheme is of first order. As for the divergence cases, a
minimum threshold Δtmin can be prescribed to detect the case.That
is, if Δt is decreased to be smaller than Δtmin, which means that the
errors cannot be diminished by reducingΔt, then divergence occurs.

5 The overall simulation procedure

In this paper, we study the quantity regulation mode of HN,
that is, the mass flow rate ṁ are variables. The known and unknown
variables of PG and HN are respectively shown in Tables 1, 2.

The assumptions in Tables 1, 2 are slightly different from the
assumptions in Liu et al. (2016), Qin et al. (2019), because, as stated
in Section 2, we consider the bi-directional of PG andHNhere. Since

we consider the CHP type of coupling unit, the ϕ of Source node
depends on the P of Slack bus while the P of PV bus depends on the
ϕ of Slack node. As a result, these variables are unknown.

To obtain the variations of unknown variables in Tables 1,
2, we should first perform the steady-state calculation of energy
flow using the method in (Liu et al., 2016). Thereafter, we obtain
the initial distribution of temperatures in pipelines, i.e. the initial
condition of Eq. 1. After these preparations, we can start the
quasi-dynamic energy flow computation with the procedure in
Figure 1. The simulation scenarios were set by interpolation. This
is because disturbances can be interpreted as the variation of a
specific parameter. Given a disturbance, the proposed method uses
interpolation to obtain the value of the simulation parameter on
a specific time node. And the parameters are updated once Δt is
updated.

6 Case studies

The proposed method was verified in the following scenarios.
All the numerical tests were performed on a laptop equipped with
AMDRyzen 4600 U and 16 GBRAM.Thecoding language isMatlab
R2022a.

6.1 A single pipeline case with measured
data

The proposed method was first verified for accuracy in a single-
pipeline case. The Tout, ṁand other parameter data come from
the Luhua CHP plant in Shijiazhuang, Hebei Province, China
(Wang et al., 2017). We used the implicit upwind scheme, central
scheme, and three kinds of flux limiter schemes to solve Eq. 1 with
Δt =180 s, Δx =370 m. The results were compared in Figure 2.

The rootmean squares (RMSEs) of the three schemes, compared
with the measured outlet temperatures, were computed in Table 3.
The FL schemes have smaller RMSEs than the implicit upwind and
central schemes. Among the three kinds of flux limiters, the Van
Leer flux limiter has the best accuracy performance, but the C-O
and Superbee limiters were all more precise than implicit upwind
and central schemes.

6.2 A small system

Next, the proposed method was tested on a small MES to verify
its numerical performance in accuracy and efficiency. The system,
which comes from (Liu et al., 2016), consists of five heating nodes
and four electrical buses.The system is pictorially shown in Figure 3.
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FIGURE 6
Schematic diagram of the Barry Island system.

FIGURE 7
Node 10 temperature.
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TABLE 6 Computation errors in barry-island case.

  Ts/°C Tr/°C ṁ/kg s−1 ϕ/W P/p.u e/p.u f/p.u

Method 1 0.1000 0.0338 0.0071 1.55e3 1.92e-4 1.30e-7 2.78e-6

Method 2 0.0739 0.0351 0.0048 1.01e3 1.25e-4 8.25e-8 1.82e-6

Method 3 0.0722 0.0183 0.0046 8.90e2 1.10e-4 7.29e-8 1.60e-6

TABLE 7 Total computation time in the Barry Island system.

Method 1 (s) Method 2 (s) Method 3 (s) Method 4 (s)

114.42 129.42 89.73 56.05

The following methods were performed in the system:
Method 1: The method proposed in (Qin et al., 2019) with

implicit upwind scheme.
Method 2: The method proposed in (Yao et al., 2021) with the

implicit upwind scheme inMethod 1 replaced by the central scheme.
Method 3: The proposed method with fixed Δt.
Method 4: The proposed method with adaptive Δt.
Method 1-Method 3 were performed with Δt =60 s, Δx =10 m.

The benchmark trajectories were generated by theMATLABODE45
solver with Δt =3 s, Δx =2 m. The benchmark method is explained
as follows. First, the spatial derivative in Eq. 1 is discretized with
backward difference. Then the PDE becomes a set of ODEs. To
further incorporate the nonlinear algebraic equations, the solving
schemes are altered as

{{
{{
{

ki = f (x0 +Δt∑
i−1
j=1

ai,jkj,yi−1)

0 = g(x0 +Δt∑
i−1
j=1

ai,jkj,yi−1)
i = 1,2,…, s− 1

{
{
{

x1 = x0 +∑
s
j=1

bjkj

0 = g(x1,y1)

where x denotes the state variables, that is, the pipe temperatures;
y denotes the algebraic variables, that is, the mass flow, power,
voltage, etc. s denotes the stage of Runge-Kutta formulae. Here, s = 7.
ai,j,bj denotes computation parameters. f and g are respectively the
ODEs and AEs. The subscript 0 denotes initial/given values while
subscript 1 denotes the unknown values. The computation consists
of seven stages. In each of the first six stages, we first solve equation
0 = g(x0 +Δt∑

i−1
j=1ai,jkj,yi−1) for yi−1 and then solve equation ki =

f(x0 +Δt∑
i−1
j=1ai,jkj,yi−1) for ki. Afterwards, we solve for x1 with x1 =

x0 +∑
s
j=1bjkj, then y1 with 0 = g (x1,y1). The benchmark method

has fifth-order temporal accuracy and first-order spatial accuracy.
Therefore, using tiny spatial/temporal step sizes, the benchmark can
produce enough accurate simulation results.

The total simulation time was set to be 24 h. The supply
temperature of node 4 and 5 increased from 100°C to 101°C
within 10 min. The simulation results were illustrated in Figures 4,
5. Apparently, the high frequency components in results by
Method 1 decayed, which ruined both the supply temperatures
and the mass flow rates. And there are obvious fake oscillations
in results by Method 2. In contrast, results by Method 3
and Method 4 got rid of high-frequency decaying and fake

numerical oscillations and produced precise trajectories. The
accuracy improvement was further reflected in Table 4. The
root mean square errors of Method 1 to Method 3 were
computed against the benchmark. It seems that, due to its
TVD property, the proposed method demonstrated the highest
accuracy.

The total computation times of Method 1-Method 4 were
recorded in Table 5. Method 1 and Method 2 had similar
computational performance, whileMethod 3wasmore efficient than
Method 1 andMethod 2.The reasons are as follows. To compute the
unknown temperature T(n+1)k (2 ≤ k ≤M) in pipelines, Method 1 and
Method 2 would use T(n+1)1 , which denotes the temperature of the
node that the inlet of the pipeline connects to, and this temperature is
unknown. As a result, to obtain T(n+1)k , we should alternatively solve
Eq. 1, the hydraulic equations and the thermal equations. While for
Method 3 and Method 4, T(n+1)k (2 ≤ k ≤M) do not depend on T(n+1)1
as shown by Eq. 9. Hence, T(n+1)k can be obtained independently
by Eq. 9 and we should only solve the hydraulic equations and the
thermal equations together, which decreases the dimensions of the
problem. Moreover, the expedite technique further accelerates the
overall simulation effectively. Owing to these, the proposed method
displayed obviously higher efficiency in this scenario.

6.3 The Barry Island case

Finally, the proposed method was tested on the well-known
Barry Island system. Shown in Figure 6 is the 35-node-9-bus
system. Four typical kinds of load trajectories were considered
(Qin et al., 2021), and the loads of all nodes changed accordingly.
The simulations were performed with the above Method 1-Method
4 with Δt =20 s, Δx =20 m.

The simulation results were shown in Figure 7. Like the
previous case study, the proposed method depicted the temperature
variations more precisely. However, in this case, the computation
errors of temperatures have smaller impact on the accuracy of other
variables. All the methods produced fairly accurate trajectories of
active power. The RMSEs were computed in Table 6. The errors
of Method 1 were still bigger than Method 2 and Method 3, but
the accuracy of Method 2 was very close to Method 3 in this
case.

The total simulation computation times were listed in Table 7.
As the scale of the system increases, the proposed method still
demonstrated obvious efficiency superiority.The expedite technique
effectively cut down the total number of simulation time windows
and saved nearly fifty percent total computation times.
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7 Conclusion

Quasi-dynamic EFC in MESs faces the challenges of numerical
instability and inefficiency. In view of this, we propose an accurate
and efficient solution method for quasi-dynamic EFC in MESs.
Firstly, we utilize a scheme with TVD property to discretize the
PDE governing thermal dynamics. Thus, the fake oscillation and
damping are decreased in an effective way. Secondly, we use two
schemes with different accuracy to construct the local truncation
error approximation, which helps control the step sizes adaptively.
Case studies show that the proposed method was able to accurately
depict the thermal dynamics while increased the overall simulation
efficiency saliently.
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Nomenclature

EFC energy flow computation

FL flux limiter scheme

MES multi-energy system

PDE partial differential equation

PG power grid

HN heating network

TVD total variation decreasing

Frontiers in Energy Research 11 frontiersin.org

https://doi.org/10.3389/fenrg.2023.1229438
https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org/journals/energy-research#articles

