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The problem of insufficient inertia and frequency security becomes a critical
concern in generation maintenance scheduling due to the increasing penetration
of renewable energy sources (RESs). To address the issue, this paper presents a
stochastic generation maintenance scheduling with inertia-dependent primary
frequency regulation constraints. First, inertia-dependent primary frequency
regulation constraints consisting of the minimum inertia requirement,
frequency nadir, and quasi-steady-state frequency deviation are formulated
based on the dynamic frequency characteristic of power systems in response
to large disturbances. Then, a two-stage stochastic optimization model for
generation maintenance scheduling including frequency security constraints is
proposed. Finally, a solution methodology based on Benders decomposition (BD)
is used to promote the calculation speed of the proposed model. Numerical
simulations demonstrate that the proposed generation maintenance scheduling
could address the potential frequency security issues and promote integration of
RESs associated with calculation speed.
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1 Introduction

To cope with the climate crisis and reduce carbon dioxide emissions, the installed
capacity of RESs represented by wind power has developed rapidly. In 2022, the global
cumulative wind power capacity reached 906 GW (GWEC, 2023). Accordingly, dispatchable
synchronous generations with high levels of rotational inertia are gradually being replaced.
System operators face new challenges of insufficient inertia and high uncertainty to enhance
frequency security and stability of power systems.

Generation maintenance scheduling (GMS) optimizes a range of time periods for
generation maintenance based on the optimal power flow security constraints with the
power load and renewable energy generation forecasting. The generator is unable to provide
inertia support when it is outage for maintenance; thus, an improper GMS could weaken the
power system’s ability to ensure sufficient inertia in response to large disturbances. A large
power shortage disturbance interrupted with an improper GMS leads to the frequency
security problem, which poses a serious threat to the stability of the power system (Doherty
et al., 2010). In addition, renewable energy generation cannot provide inertia support
without additional control, and the system inertia will continue to shrink with a sustainable
increase in RESs in the future. Therefore, the frequency security problem, together with the
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corresponding inertia-dependent primary frequency regulation
constraints, has become a critical concern in GMS for a low-
inertia power system.

To address potential frequency security issues, several studies
have incorporated inertia-dependent constraints in economic
dispatch (ED) and unit commitment (UC) models. Gu et al.
(2018) proposed a synchronous inertia-constrained ED model to
meet the minimum synchronous inertia requirement for power
systems. Lin et al. (2023) studied the inertia impact on power
grid operation costs based on the frequency security-constrained
UC model. Daly et al. (2019) proposed a rate of change of frequency
(RoCoF)-constrained commitment-and-dispatch scheduling,
including demand response. To evaluate the impact of frequency
regulation on power system operation scheduling, primary
frequency regulation constraints were formulated in a UC model
proposed by Restrepo and Galiana (2005). Furthermore, a UCmodel
that incorporates the RoCoF, frequency nadir, and quasi-steady-
state frequency deviation constraints was proposed by Trovato et al.
(2019). Regarding the computational burden caused by the high
nonlinearity of the frequency nadir constraint in a UC model,
Ahmadi and Ghasemi (2014) useda piecewise linearization
technique to convert the frequency nadir expression into a linear
formulation to improve the calculation time. However, the
aforementioned papers studied the frequency security problem in
power systems based on predicted values of load and renewable
energy without uncertainties. To analyze the impact of renewable
power uncertainties on scheduling, Pérez-Illanes et al. (2016) and
Lagos and Hatziargyriou (2021) proposed a robust UC model with
frequency security constraints. Lee and Baldick (2013) presented a
stochastic frequency response-constrained ED model. Teng et al.
(2016) proposed a stochastic optimization model with uncertainties
of wind power and generation outage to optimize the power, reserve,
and inertia response of generations. In addition, Ding et al. (2021)
proposed a two-stage chance-constrained stochastic UC model
incorporating security constraints to optimize the provision of
virtual inertia.

Until now, the impact of frequency security on ED and UC
problems has been thoroughly studied, but few papers consider the
frequency security issue in GMS. Studies on security-constrained
GMS mainly focus on system reliability and power flow security
indicators (Marwali and Shahidehpour, 1998; Li and Korczynski,
2009). Wang et al. (2016a) and Wang et al. (2016b) proposed an
integrated generation and transmission maintenance scheduling
approach with N-1 contingencies. Then, Wang et al. (2016c)
proposed a coordination mechanism for GMS to equalize the
reliability indicator across the time horizon. Fu et al. (2007)
proposed a short-term coordinated generation and transmission
maintenance optimization model considering DC network
constraints and achieved a compromise between the operational
cost and power flow security. To analyze the impact of uncertainty
on GMS, Wu et al. (2010) proposed a joint optimization model for
generation and transmission maintenance scheduling with
uncertainties. However, the impact of the inertia-dependent
primary frequency regulation constraints on GMS has not been
explicitly formulated, and hence, the frequency security problem is
prone to arise in low-inertia systems with traditional GMS.

In this context, this paper proposes a mixed-integer linear
programming (MILP) formulation for two-stage stochastic GMS

with inertia-dependent primary frequency regulation constraints to
enhance the frequency response security against large power
shortage disturbances. Several methods, such as heuristic
algorithms (Pellegrini et al., 2015; Shi et al., 2017) and
mathematical programming solvers (Li et al., 2019; Hua et al.,
2023), are widely used to solve the MILP problem. However,
heuristic algorithms focus on improving computational efficiency
at the expense of the optimality of the solution, and the solution is
usually suboptimal. The computational efficiency of mathematical
programming solvers such as CPLEX and GUROBI decreases
rapidly as the size of the MILP problem increases. To overcome
the shortcomings of the aforementioned methods, the BDmethod is
used in this paper. The main contributions of this paper are
summarized as follows:

1) A two-stage stochastic GMS optimization model with frequency
security constraints, namely, RoCoF, frequency nadir, and quasi-
steady-state frequency deviation, is proposed to ensure frequency
security in the GMS horizon.

2) The proposed model is a multi-scenario, large-scale MILP
complex problem. To diminish the calculation time, we use
the BD method to divide the proposed problem into a master
problem and several subproblems. In the master problem, binary
decision variables associated with generation maintenance and
UC are determined considering the RoCoF and frequency nadir
constraints. The subproblems check the feasibility and optimality
of the solution of the master problem based on the quasi-steady-
state frequency-constrained ED.

The remainder of the paper is organized as follows: Section 2
describes inertia-dependent primary frequency regulation
constraints. Section 3 formulates a two-stage stochastic GMS
model incorporating the frequency security constraints. Section 4
provides the detailed solution methodology of the proposed model.
Section 5 uses different test systems to analyze the proposed model
and verifies the validity of the model. Section 6 outlines the
conclusion.

2 Formulation of inertia-dependent
primary frequency regulation
constraints

According to the dynamic frequency characteristic of power
systems in response to large disturbances (Lin et al., 2023), it can be
found that the system frequency maintains a nominal value f0 under
the steady-state condition, in which the generation and load are
balanced. However, when a large power shortage disturbance occurs,
the system frequency will experience a transient process of changing
from the nominal frequency f0 to a new quasi-steady-state frequency
f0-fss with inertia response and primary frequency regulation. At the
beginning of the disturbance, sufficient inertia should be ensured to
resist rapid frequency drop with the inertia response. Subsequently,
the frequency nadir and quasi-steady-state frequency deviation
limits in the dynamic frequency process should be maintained at
an acceptable threshold with primary frequency regulation.

Regarding transient frequency, three key indicators, namely,
RoCoF (fRoCoFM), frequency nadir (fnadir), and quasi-steady-state
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frequency deviation (Δfss), are often used to evaluate the frequency
security of power systems.

2.1 RoCoF

In the inertia response stage immediately after the disturbance
occurs, the generator governor lacks time for regulation, and the
primary frequency regulation of the generator does not work.
Therefore, a large RoCoF depending on the system inertia arises,
as shown in Eq. 1.

fRoCoFM � −ΔPctg t( )
2Hsys,t

f0. (1)

Here, the disturbance ΔPctg(t) is a normalized value.
The system inertia is provided by the synchronous generators,

and its normalized value is shown in Eq. 2.

Hsys,t �
∑G
i�1
HiIi,tSi

SB
. (2)

Here, SB is the base power of the synchronous generators, i.e., a
sum of nominal powers of synchronous generators connected to the
power system.

To resist the rapid droop in transient frequency during the initial
stage of disturbance, fRoCoFM should be limited to an acceptable
threshold as shown in (3).

fRoCoFM

∣∣∣∣ ∣∣∣∣≤fRoCoFmax. (3)

Substituting (1) (2) into (3) and conducting a set of
mathematical transformations yield an equivalent minimum
inertia requirement constraint to the RoCoF as

Hsys,t �
∑G
i�1
HiIi,tSi

SB
≥

ΔPctg t( )
2fRoCoFmax

f0. (4)

2.2 Frequency nadir

The transient frequency security from the initial inertia
response period to a new quasi-steady-state frequency period
should also be considered to ensure that the frequency nadir of
the system is greater than the trigger value of under-frequency
load shedding.

After a large power shortage disturbance, the system
frequency begins to decline at a certain decay rate, and a
simplified uniform frequency response model that satisfies
the accuracy requirements can be established according to
the synchronous generators’ swing equation (Markovic et al.,
2019). The frequency response model is separated into system
inertia response model G1(s) and primary frequency regulation
response model G2(s), as shown in Figure 1. The input of the
frequency response mode is the step disturbance ΔPe, and the
output is frequency deviation Δf. In the model, M and D
represent the normalized inertia constant and damping
constant corresponding to the synchronous generators,
respectively.

From Figure 1, the frequency response transfer function G(s) of
a general-order system can be derived as

G s( ) � Δf
ΔPe

� sM +D( ) +∑G
i�1

Ki 1 + sFiTi( )
σ i 1 + sTi( )

⎛⎝ ⎞⎠−1

. (5)

Since the frequency nadir of the power system is the least
sensitive to the governor time constant Ti within its allowable
range, it is reasonable to assume that the governor time constants
of all turbines are approximated by the same value TR (Markovic
et al., 2019). The transient frequency deviation Δf can be obtained
by simplifying (5) with the assumption as follows:

Δf � ΔPe

MTR

1 + sTR

s2 + 2ξwfs + wf
2
. (6)

In Formula 6, the natural frequency wf and damping ratio ξ are
calculated as follows:

wf �
					
D + A

MTR

√
, ξ � M + TR D + F( )

2
											
MTR D + A( )√ , (7)

where F and A are the expressions consisting of the parameters
Ki, Fi, and σi; more details on the expressions of F andA can be found
in Markovic et al. (2019).

Assuming a step disturbance in the electrical power
ΔPe(s) = −ΔPctg(t)/s, the system frequency deviation Δf(t) in
time-domain can be obtained as shown in (8) by the inverse
Laplace transform of Eq. 6, where tnadir corresponds to dΔf(t)/
dt = 0, and the maximum frequency deviation |Δfnadir| gives rise
at the time instant t = tnadir as shown in (9).

Δfnadir

∣∣∣∣ ∣∣∣∣ � ΔPctg t( )
A +D

1 + e−ξwftnadir

									
TR A − F( )

2M

√( )≤
Δf max

f0
, (8)

FIGURE 1
Frequency response model of power systems.
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tnadir � 1

wf

					
1 − ξ2

√ arctan
wf

							
1 − ξ2TR

√
ξwfTR

−1
⎛⎜⎜⎝ ⎞⎟⎟⎠. (9)

2.3 Quasi-steady-state frequency deviation

When the system frequency reaches the quasi-steady-state after
primary frequency regulation, the system frequency will maintain a
stable value without secondary frequency regulation. The
mathematical formula of quasi-steady-state frequency as shown
in (10) can be derived according to (6) under the condition s = 0.

Δfss

∣∣∣∣ ∣∣∣∣ � ΔPctg t( )
D + A

≤
Δflim

ss

f0
. (10)

3 Stochastic GMS model considering
inertia-dependent primary frequency
regulation

The stochastic GMS with inertia-dependent primary
frequency regulation constraints can be formulated as a two-
stage optimization problem, as shown in Eq. 11. In the first stage,
a GMS coupled with UC considering the minimum inertia and
frequency nadir constraints is formulated to decide the
generation maintenance schedules and unit status. The
solutions of the given first stage need to be used by the second
stage, a stochastic ED problem considering the quasi-steady-state
frequency deviation constraints is modeled, and the decision
variables are the generation output and wind power curtailment
for each hour under different scenarios.

min
Xi,t ,Ii,t

F1 + min
Pi,t,s ,Pw

m,s,t

F2,

s.t.Xi,t, Ii,t ∈ C1,
Pi,t,s, Pw

m,s,t ∈ C2,

⎧⎪⎪⎨⎪⎪⎩ (11)

where F1 is the objective function at the first stage and
represents the costs related to 0-1 decision variables of
generation maintenance schedules and unit status against all
representative scenarios; F2 is the objective function at the
second stage and represents expected costs of generation and
wind curtailment; and C1 and C2 are, respectively, the sets
constrained by the first-stage and second-stage constraints.

3.1 Objective function

The specific mathematical expression of the objective function
in Eq. 11 is stated as

min
Xi,t ,Ii,t

F1 + min
Pi,t,s ,Pw

m,s,t

F2,

F1 � ∑G
i�1
∑T
t�1

cMi,t 1 −Xi,t( ) + cPi,tui,t ti − tei
∣∣∣∣ ∣∣∣∣ + cSUi,t( ),

F2 � ∑Ns

s�1
∑T
t�1
ws ∑G

i�1
ciPi,t,s + ∑NW

m�1
cwmP

w
m,s,t

⎛⎝ ⎞⎠.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
(12)

3.2 First-stage constraints

3.2.1 Generation maintenance constraints

Xi,t � 0, 1{ },when ei ≤ t≤ li ∩ i ∈ ΩM,
Xi,t � 1, otherwise,

{ (13)

ui,t − vi,t � Xi,t−1 −Xi,t,∀i ∈ ΩM, (14)
ui,t + vi,t ≤ 1,∀i ∈ ΩM, (15)

∑li
t�ei

1 −Xi,t( ) � MD
i ,∀i ∈ ΩM, (16)

∑li
t�ei

ui,t � 1,∀i ∈ ΩM, (17)

∑
i∈ΩM

fRi 1 −Xi,t( )≤ SR,t,∀i ∈ ΩM. (18)

Here, constraint (13) describes the generator maintenance
window limits, which indicates that the generation maintenance
starts at time ei and ends at time li, and the generator maintenance
needs to be scheduled within the windows. Constraints (14)–(15)
present the relationship among Xi,t, ui,t, and vi,t; Constraints
(16)–(17) ensure that the generator maintenance must be
completed successively within the predefined duration. Constraint
(18) represents generator maintenance resource and crew
availability.

3.2.2 Unit commitment constraints

Ii,t ≥ ∑t
τ�t−Ti,on

Ii,τ − Ii,τ−1( ), (19)

1 − Ii,t ≥ ∑t
τ�t−Ti,off

Ii,τ−1 − Ii,τ( ), (20)

cSUi,t ≥ Ii,t − Ii,t−1( )cSUi . (21)

Here, constraints (19) and (20) describe the minimum start-up
and shut-down time limits of generating units. Constraint (21)
represents the start-up cost limitations for generator i at time t.

3.2.3 Minimum inertia requirement constraint

Hsys,t �
∑G
i�1
HiIi,tSi

SB
≥
max ΔPctg,t,s,∀s{ }

2fRoCoFmax

f0. (22)

3.2.4 Coupling constraint between generation
maintenance and unit status

Ii,t ≤Xi,t, (23)
where constraint (23) indicates that the generator cannot

produce electricity when it is on maintenance (Xi,t = 0).
Combining (22), it can be concluded that the generator on
maintenance cannot provide inertia support to the system, and
GMS is coupled with the inertia level of the system.
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3.2.5 Frequency nadir constraints
The frequency nadir constraint shown in Formula 8 is a highly

nonlinear function related to (A, F, M, and D) and will cause a
significant calculation burden on the optimization of the model
without any manipulation. To address this problem, we first obtain
all possible values of A, F,M, andD at each time period in Eqs 25–28
by enumerating all states of UC in power systems (Matthieu et al.,
2020). We then substitute these values into (8) to obtain the lower
boundary values ofA, F,M, andD at each time period that satisfy the
requirement of the frequency nadir. Therefore, the frequency nadir
constraint can be equally substituted with the lower boundary values
of A, F,M, and D as shown in (29). It has been illustrated to be more
effective and accurate to use (29) to represent the frequency nadir
constraint compared to the piecewise linearization by Matthieu et al.
(2020).

ki,t � KiSi
SB

Ii,t, (24)

Ft � ∑G
i�1

Fiki,t
σ i

, (25)

At � ∑G
i�1

ki,t
σ i
, (26)

Mt � ∑G
i�1

2Hiki,t
Ki

, (27)

Dt � ∑G
i�1

Diki,t
Ki

, (28)

Ft ≥Flim
t , At ≥Alim

t ,Mt ≥Mlim
t , Dt ≥Dlim

t , (29)
where constraints (25)–(28) are the expressions for the extracted

boundary variables and constraint (29) represents their respective
lower limits at each time period.

3.3 Second-stage constraints

The second stage is to solve the quasi-steady-state frequency-
constrained ED problem against various uncertain wind power
scenarios. The constraints of the second stage depend on the
parameters (Xi,t and Ii,t) given in the first stage, and the feasible
operation region constrained by these constraints exists for any wind
power scenario only if Xi,t and Ii,t determined in the first stage are
feasible. The second-stage constraints are as follows.

3.3.1 Active power balance constraint

∑G
i�1
Pi,t,s + ∑Nw

m�1
Pwf
m,s,t − Pw

m,s,t( ) � ∑L
n�1

Ln,t,s. (30)

3.3.2 Generator operation constraints

Pi,minIi,t ≤Pi,t,s ≤Pi,maxIi,t − R+
i,t,s μ_i,t,s

, �μi,t,s, (31)
−Rdown

i ≤Pi,t,s + R+
i,t,s − Pi,t−1,s − R+

i,t−1,s ≤R
up
i , (32)

0≤R+
i,t,s ≤ Ii,tR

+
i,max πi,t,s. (33)

Here, constraint (31) ensures that the generation output is
within the generation limits. Constraint (32) describes the
ramping limits of each generator. Constraint (33) ensures that
the primary frequency reserve (PFR) is imposed to not exceed
the capacity limits. Furthermore, the corresponding dual variables
of constraints (31) and (33) are μ

i,t,s
, �μi,t,s, and πi,t,s, respectively.

3.3.3 Wind power curtailment constraint

0≤Pw
m,s,t ≤Pwf

m,s,t. (34)

Constraint (34) ensures that the wind power curtailment in each
wind farm cannot exceed the predicted value of each wind power
scenario.

3.3.4 Transmission capacity limit constraint

−fl,max ≤∑G
i�1
Gl−iPi,t,s + ∑Nw

m�1
Gl−m Pwf

m,s,t − Pw
m,s,t( ),

−∑L
n�1

Gl−nLn,t,s ≤fl,max.

(35)

Constraint (35) ensures that the transmission line power flow is
within its capacity.

3.3.5 Quasi-steady-state frequency deviation
constraints

Δfss,t,s

∣∣∣∣ ∣∣∣∣ � ΔPctg,t,s

Dt + At
≤
Δflim

ss

f0
. (36)

Conducting a set of mathematical transformations for (36)
yields

∑G
i�1

R+
i,t,s

SB
≥ΔPctg,t,s −Dt

Δflim
ss

f0
λi,t,s, (37)

where the deployed frequency regulation reserve is limited by
the maximum quasi-steady-state frequency deviation, as shown in
Eq. 38. λi,t,s and αi,t,s are the corresponding dual variables of
constraints (37) and (38), respectively.

R+
i,t,s

SB
≤
ki,t
σ i

Δflim
ss

f0
αi,t,s. (38)

4 Solution methodology

4.1 Formulation of subproblems and
coordination strategies

The proposed stochastic optimization model in Section 3 is a
large-scale mixed-integer problem that is difficult to solve efficiently.
Therefore, this paper divides the proposed model into a master
problem and several subproblems based on the BD method. The
master problem is to optimize short-term generation maintenance
and UC (STGM_UC) considering minimum inertia requirement
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and frequency nadir constraints. The subproblems include quasi-
steady-state frequency-constrained ED feasible and optimal check
subproblems. Themaster problem and subproblems are coordinated
through Benders feasible or optimal cuts. The decomposition and
coordination framework of the proposedmodel is shown in Figure 2.

4.1.1 STGM_UC master problem
The master problem mainly considers the generation

maintenance and UC constraints. To accelerate the calculation
speed of the proposed model, we extract the constraints at work
at the second stage into Benders cuts and remove the relaxed
constraints instead. Thus, the master problem is formulated and
is composed of constraints (13)–(29) and the supplementary
formulas (39)–(41).

min
Ii,t ,Xi,t

F1 + ηOSP, (39)

∑T
t�1
∑G
i�1
ψFSP
i,t,hIi,t ≤ eFSPh ∀h ∈ ΩFSP, (40)

∑T
t�1
∑G
i�1
ψOSP
i,t,mIi,t − eOSPm ≤ ηOSP ∀m ∈ ΩOSP, (41)

where ΩFSP and ΩOSP are the sets of Benders feasible and
optimal cuts, respectively. ψFSP

i,t,h, eFSPh , ψOSP
i,t,m, and eOSP

m are
constants. ηOSP is the estimated value of F2 in (11). Formula
(39) describes the objective function, and formulas (40)–(41)
represent the Benders feasible and optimal cuts, which are
derived from the formulas (43) and (46), respectively. As the
Benders feasible or optimal cuts are continuously identified and

added to the master problem, the solution of the master problem
will approach the optimal solution of the proposed model with
the iteration.

4.1.2 Quasi-steady-state frequency-constrained
ED subproblems

Given the generation maintenance and UC solutions of the
master problem, the quasi-steady-state frequency-constrained ED
subproblems optimize the traditional generator power output and
wind power curtailment of each scenario and are used to check the
feasibility and optimality of GMS solved by the master problem. If
the solution is not feasible or optimal, corresponding Benders cuts
are formed and added to the master problem, thereby driving the
solution of the master problem gradually toward the optimal
solution. Therefore, it is necessary to construct the quasi-steady-
state frequency-constrained ED feasibility and optimality check
subproblems.

When the master problem gives a trial solution {I*i,t, X*i,t}, for
any uncertain scenario s, slack variables are introduced to construct
the quasi-steady-state frequency-constrained ED feasibility check
subproblem as shown in (42).

ηFSP Ii,t
* , Xi,t

*( ) � min
Pi,t,s ,Pw

m,s,t

∑T
t�1

S1t,s + S2t,s( ),
s.t. 31( ) − 38( ),∑G
i�1
Pi,t,s + ∑Nw

m�1
Pwf
m,s,t − Pw

m,s,t( ) + S1t,s − S2t,s � ∑L
n�1

Ln,t,s,

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩ (42)

where ηFSP(I*i,t, X*i,t) is the optimal objective value of the
feasibility check subproblem. S1t,s and S2t,s are introduced non-
negative slack variables in scenario s.

If ηFSP(I*i,t, X*i,t) > 0 for a certain scenario, which indicates
that the subproblem is infeasible, then a Benders feasible cut, as
shown in Eq. 43, needs to be formed and added to the master
problem. If ηFSP(I*i,t, X*i,t) ≤ 0 for all scenarios, the subproblem is
feasible and continues to check the solution optimality of the
master problem.

ηFSP Ii,t
* , Xi,t

*( )
+∑T

t�1
∑G
i�1

Pi,minμ_
i,t,s

− Pi,max�μi,t,s − πi,t,sR
+
i,max − λi,t,sDiSi

Δflim
ss

f0
)(

Ii,t − Ii,t
*( )≤ 0. (43)

The model of quasi-steady-state frequency-constrained ED
optimality check subproblem is formulated as follows:

ηOSP Ii,t
* , Xi,t

*( ) � min
Pi,t,s ,Pw

m,s,t

∑Ns

s�1
∑T
t�1
ws ∑G

i�1
ciPi,t,s + ∑NW

m�1
cwmP

w
m,s,t

⎛⎝ ⎞⎠,

s.t. 30( ) − 38( ).

⎧⎪⎪⎨⎪⎪⎩ (44)

After solving the optimality check subproblem, the optimality
criteria are given as follows:

ηOSP Ii,t
* , Xi,t

*( ) − ηOSP* ≤ εOSP, (45)
where εOSP is a positive number close to zero. ηOSP* is the

value of ηOSP in the last iterative solution of the master problem. If
the optimality criteria cannot be satisfied, then a Benders optimal
cut is constructed, as shown in Eq. 46, and added to the master
problem.

FIGURE 2
Decomposition and coordination of the proposed model.
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ηOSP ≥∑Ns

s�1
∑T
t�1
∑G
i�1
ws Pi,minμ_

i,t,s
− Pi,max�μi,t,s − πi,t,sR

+
i,max−λi,t,sDiSi

Δflim
ss

f0
)(

Ii,t − Ii,t
*( ) + ηOSP Ii,t

* , Xi,t
*( ). (46)

4.2 Decomposition and coordination
procedure

Figure 2 shows the solution procedure based on the
decomposition and coordination strategy, which is summarized
as follows:

Step 1: Separate the original problem into a master problem and
feasibility and optimality check subproblems based on Benders
decomposition.

Step 2: Solve the master problem to get the hourly generator
maintenance schedule X*i,t and unit status I*i,t, and deliver I*i,t
and ηOSP* to the subproblems.

Step 3: Solve the quasi-steady-state frequency-constrained ED
feasibility check subproblems. Once a violation that ηFSP(I* i,t,
X*i,t) > 0 is detected in the subproblem, the corresponding
Benders feasible cuts as shown in (43) should be generated and
added into the master problem; then return to step 2; otherwise, go
to step 4.

Step 4: Solve the quasi-steady-state frequency-constrained ED
optimality check subproblem. If (45) is not satisfied, the Benders
optimal cut as shown in (46) is generated and added into the master
problem; then return to step 2; otherwise, stop the iterative process
and output the optimal generator maintenance schedule.

5 Case studies

In this section, two case studies including a six-bus system and
the IEEE 118-bus system are considered to demonstrate the
performance of the proposed model and approach.

5.1 Six-bus system

The six-bus test system consists of three synchronous
generators, seven transmission lines, two wind farms, and three
loads, and the test data of the system are slightly modified from
Kargarian and Fu (2014). The generator operating parameters are

shown in Table 1. Table 2 shows the generator maintenance data for
the six-bus system. The parameters related to frequency response are
set as follows: fRoCoFmax = 0.24 Hz/s (Ge et al., 2021), TR = 8s (Cai
et al., 2021), Δfnadir = 0.8 Hz, and Δf lim ss = 0.2 Hz (Yang et al.,
2022). The Monte Carlo sampling method is applied to generate
1,000 stochastic wind power scenarios for wind farms W1 and
W2 according to wind power uncertain data in Zhou et al. (2015).
The scenario reduction method is used to reduce the scenarios to five
to trade off computational efficiency and accuracy. Figure 3 shows
the hourly expected wind and load power profile. The power
shortage disturbance is assumed to be a sudden 8% load increase
and a 10% wind farm output decrease.

In order to show the effectiveness of the proposed approach, we
analyze the following four cases for a 168-h period.

Case 1: Without inertia-dependent primary frequency regulation
constraints.

Case 2: With the minimum inertia demand constraint.

Case 3: With the minimum inertia demand and the frequency
nadir constraints.

Case 4: The proposed model with the minimum inertia
requirement, frequency nadir, and quasi-steady-state frequency
deviation constraints.

5.1.1 Analysis of generation maintenance schedule
and system frequency stability

The schedules of generation maintenance and UC
corresponding to Cases 1–4 are shown in Figures 4A–D,
respectively. Figure 5–Figure 7 show the hourly system inertia,
frequency nadir, and quasi-steady-state frequency deviation in
the four cases. The generation maintenance schedule and
frequency stability for the four cases are analyzed as follows.

The generator maintenance schedules are not coordinated with
the frequency stability in Case 1. It can be found from Figure 4A that
the maintenance of units G1 and G3 is scheduled at the minimum
net load hours for maintaining the economy of the power system
operation, and the more expensive unit G2 has to be committed to
ensure the generation–demand balance during hours 141–164 when
G1 is on maintenance. To minimize the penalty cost of the generator
maintenance schedule deviating from the expected maintenance
hours, G2 is scheduled for maintenance at hours 1–24. However,
without considering inertia-dependent primary frequency
regulation, the minimum inertia requirement is not satisfied at
hours 7–8, 21–23, 25–27, 29–31, 45–50, 55, 95, 104, and
117–118 of low net load when only G1 is committed to provide

TABLE 1 Generator operation data for the six-bus system.

Unit ci
($/MWh)

cSU
i ($)

Ti,on
(h)

Ti,off
(h)

Pmax

(MW)
Pmin

(MW)
R+

i,max (MW)
H
(s)

σ
(p.u.)

F
(p.u.)

K
(p.u.)

D
(p.u.)

G1 13.75 1,980 4 4 220 50 18 9.3 0.046 0.35 0.95 0.6

G2 20.5 2,523 2 3 150 20 9 8.1 0.057 0.25 0.98 0.6

G3 16.7 990 1 1 100 10 6 6.8 0.072 0.35 0.93 0.6
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system inertia. In addition, insufficient inertia also arises at hours
153–164 when G1 is on maintenance, as illustrated in Figure 5. To
address the insufficient inertia issue, Case 2 schedules the unit

G3 commitment at hours 7–8, 21–31, 45–50, 55, and 95; units
G1 and G3 are committed to be online during hours 153–164, and
the maintenance of G1 and G3 is scheduled at hours 129–152 and

TABLE 2 Generator maintenance data for the six-bus system.

Unit Expected maintenance hours (h) Maintenance cost ($/h) Penalty cost ($/h) Duration (h)

G1 121–144 84 10 24

G2 2–25 125 10 24

G3 79–102 167 10 24

FIGURE 3
Wind power forecast outputs and load profile.

FIGURE 4
Schedules of generator maintenance and UC in four cases. (A) Case 1, (B) Case 2, (C) Case 3, and (D) Case 4.

Frontiers in Energy Research frontiersin.org08

Li et al. 10.3389/fenrg.2023.1280678

https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://doi.org/10.3389/fenrg.2023.1280678


105–128 in advance, respectively. To satisfy the system inertia
requirement, unit G2 is also committed during hours 95–118 and
105–128.

As shown in Figure 6, the frequency nadir in Case 2 is below the
minimum allowed frequency of 49.2 Hz at hours 5–9, 25–56, 67–68,
and 148–166. The reason is that, on the one hand, fewer units are
committed to enhance the frequency stability for hours with low
load and high wind power output, and on the other hand, the power
shortage disturbances at hours with high load and wind power are
too large to resist frequency drop. To address the frequency nadir
issue during these hours, unit G2 is committed to be online
additionally in Case 3, which delays maintenance of G2 to hours
69–92 in proportion. As unit G1 has larger boundary values of A, F,
M, and D and better performance on primary frequency regulation,
units G1 and G2 are committed to be online in Case 3 to resist
frequency drop during hours 148–166. Consequently, the
maintenance of unit G1 is scheduled at hours 121–144 with
minor disturbances, and the maintenance of unit G3 is scheduled
at hours 145–168 of low load.

As shown in Figure 7, the quasi-steady-state frequency deviation
in Case 3 is greater than 0.2 Hz at hours 58–66, 88–94, and 107–115,

during which only two units are committed to be online, and the
primary frequency regulation reserve is insufficient in response to
the large power shortage disturbances. Specifically, at hours
58–66 with a minimum disturbance of 24.83 MW, the maximum
frequency regulation reserve provided by units G1 and G3 is
24 MW, which is lower than the requirement, resulting in the
quasi-steady-state frequency deviation of 0.216 Hz. To address
this problem, Case 4 schedules unit G2 to be online additionally
during hours 58–66 and 88–94 and schedules unit G3 to be
committed additionally during hours 107–115 to ensure the
quasi-steady-state frequency within the predefined threshold.
Accordingly, the maintenance of unit G2 is shifted to hours
9–32, and unit G3 needs to be committed during hours 25–32 to
enhance the quasi-steady-state frequency.

5.1.2 Analysis of the system economy
To illustrate the economic performance of the proposed

scheduling model in this paper to cope with the frequency
security problem, we fixed the maintenance status as the
maintenance schedules of Cases 1–4 and then optimized the unit
commitment, generation output, and wind power curtailment based

FIGURE 5
Comparison of system inertia under different cases.

FIGURE 6
Comparison of frequency nadir under different cases.
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on the proposed model in this paper. The total costs of the four cases
are summarized in Table 3.

Case 1: In this case, the inertia-dependent primary frequency
regulation constraints are not considered in the given generator
maintenance schedule, which would lead to frequency security
issues. To address this problem, more units need to be
committed additionally at frequency security violation hours. In
addition, units G1 and G2 cannot be committed to provide
frequency support during maintenance hours 5–9 and 148–164,
respectively, and hence, wind power curtailment has to increase, and
the power out of more expensive G3 increases to balance the load. In
this case, the total cost is increased to $538,822 including the
generator maintenance cost of $9,614 and operation cost of
$529,208.

Case 2: The given maintenance schedule of this case coordinates
the system economy and the minimum inertia requirement, and
it can reduce unnecessary unit commitment to meet frequency
security requirements compared to Case 1. In addition, as there
are no standby generators to be committed online to provide
frequency support during 5–9, 107–115, and 148–152 hours,
frequency nadir violation and wind power curtailment still
occur. However, due to the earlier maintenance of unit
G1 compared to Case 1, G1 can be committed at hours
153–164; therefore, the wind power curtailment and the
power output of more expensive units G2 and G3 decrease.
The total cost in this case is $524,819, which includes the
generator maintenance cost of $9,374 and operation cost of
$515,445. The total cost is reduced by $14,003 compared to
case 1.

FIGURE 7
Comparison of Δfss under different cases.

TABLE 3 Summary of costs for four cases.

Case Maintenance cost ($) Operation cost ($) Total cost ($)

Generation cost ($) Wind curtailment cost ($)

1 9,614 483,076 46,132 538,822

2 9,374 478,351 37,094 524,819

3 10,354 476,141 30,752 517,247

4 9,754 477,050 27,538 514,342

TABLE 4 Generator maintenance data for the 118-bus system.

Unit Bus No. Excepted maintenance hours (h) Maintenance cost ($/h) Penalty cost ($/h) Duration (h)

G10 25 117–140 1,200 10 24

G20 49 133–156 1,000 10 24

G34 76 37–60 400 10 24
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Case 3: The maintenance schedule of this case considers the system
inertia and frequency nadir requirement; therefore, we only need to
adjust the UC schedule to meet the quasi-steady-state frequency
requirement. However, wind power curtailment still occurs because
unit G2 is on maintenance and cannot perform primary frequency
regulation during hours 69–92. Moreover, both units G1 and
G3 need to increase the power generation to meet the balance
between the generation and demand during hours 88–94. Compared
with Case 2, the wind power curtailment and the increased
generation cost to meet the frequency security are decreased by
optimizing the UC schedule. The total cost in this case is decreased
to $517,247, which includes the generator maintenance cost of
$10,354 and operation cost of $506,893.

Case 4: In this case, the generator maintenance schedule
coordinates the system frequency stability and economy.
Compared to case 3, the maintenance of unit G2 is moved

forward to hours 9–32, and the total cost is decreased to
$514,342 including the generator maintenance cost of $9,754 and
operation cost of $504,588.

5.2 IEEE 118-bus system

In this section, the IEEE 118-bus system is used to demonstrate
the effectiveness of the proposed model in large-scale test systems.
The system is composed of 54 synchronous generators,
186 transmission lines, and 91 loads. The peak load is
5,470 MW, and the load profile is the same as that in Figure 3.
The test data are given at http://motor.ece.iit.edu/data, and the
generator maintenance data are listed in Table 4. The frequency
requirements are set as follows: fRoCoFmax = 0.5 Hz/s, Δfnadir = 0.8 Hz,
and Δf lim ss = 0.2 Hz (Ding et al., 2021).

The generator maintenance schedule of the four cases is shown
in Table 5. Table 6 shows the comparison of the total cost given the
maintenance schedule in the four cases. Figure 8 compares the
deviation of the worst system frequency indicators in the horizon
with their respective thresholds in the four cases. A positive
percentage in the frequency indicator deviation indicates that the
threshold has been exceeded, while a negative percentage indicates
that the frequency stability requirements are satisfied. The results
shown in Figure 8 indicate that the proposed model can meet all
frequency security constraints.

Table 6 indicates that the maintenance schedule of Case 1 will
result in a high wind curtailment cost of $435,874 and a generation
cost of $12,787,494. However, the system operation cost will be
significantly decreased by considering frequency security constraints
comprehensively. The maintenance schedule of Case 2 decreases the
wind curtailment cost and generation cost by $126,952 and $83,220,
respectively, compared to Case 1, and the maintenance schedule of
Case 3 decreases by $64,647 and $33,340, respectively, compared to
Case 2. However, compared to Case 3, the wind curtailment cost and
generation cost of the maintenance schedule in Case 4 decided based
on the proposed model can be further decreased by $48,706 and
$7,639, respectively, which indicates that the proposed maintenance
schedule has a better performance to maintain the system economic
operation while ensuring frequency stability.

Table 7 compares the calculation time and iteration numbers of
using the proposed BD algorithm with directly using CPLEX to

TABLE 5 Hourly generation maintenance schedule in four cases.

Unit Case 1 Case 2 Case 3 Case 4

G10 91–114 127–150 112–135 121–144

G20 119–142 103–126 145–168 145–168

G34 8–31 31–54 58–81 10–33

TABLE 6 Summary of costs for four cases.

Case Maintenance
cost ($)

Operation
cost ($)

Total
cost ($)

Generation
cost ($)

Wind curtailment
cost ($)

1 63,090 12,787,494 435,874 13,286,458

2 62,860 12,704,274 308,922 13,076,056

3 63,120 12,670,934 244,275 12,978,329

4 62,830 12,663,295 195,569 12,921,694

FIGURE 8
Comparison of frequency indicator deviation under different
cases.
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centrally solve the model. The results show that the BD algorithm,
which separates the complex original problem into several smaller
subproblems and eliminates a large number of inactive constraints in
the master problem, has a better computing performance, with a 64%
reduction in solution time compared to CPLEX. Using CPLEX as a
benchmark algorithm, the objective value of the BD algorithm is nearly
the same as that of CPLEX, and the relative error is smaller than 1%,
which verifies the accuracy of the proposed algorithm in this paper.

6 Conclusion

This paper proposes a two-stage stochastic optimization model
for generation maintenance considering the inertia-dependent
primary frequency regulation constraints against wind power
uncertainty. Case studies on the six-bus system and IEEE 118-
bus system demonstrate good performance of the proposed model
and method, and the conclusions are as follows.

1) It is necessary to consider the impact of inertia-dependent
primary frequency regulation constraints on generation
maintenance scheduling in the high-proportion and low-
inertia renewable energy power system.

2) The optimized generation maintenance schedule based on the
proposed model in this paper not only improves the system
inertia response and ensures the system frequency nadir and
quasi-steady-state frequency deviation indicators within the
safety threshold but also exhibits a good economic performance.

3) The BD method is used to separate the original problem into a
master problem and several feasibility and optimality check
subproblems, and the optimal solution is obtained by Benders
cuts to coordinate the master problem and subproblems.
Compared to the integrated solution method (CPLEX), the

BD method not only ensures the solution accuracy but also
significantly reduces the calculation time.
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Nomenclature

Indices and sets

I index of generators

b index of buses

o index of Benders iterations

t index of time period

m index of wind farms

n index of loads

s index of wind power scenarios

l index of transmission lines

ΩM sets of generators for maintenance

Parameters

G number of generators

T number of time periods

L number of loads

NW number of wind farms

Ns number of wind scenarios

ws probability of sth scenario

e, l starting time and ending time of generator maintenance window

MD i maintenance duration

SR,t number of schedulable maintenance crew at time t

fRi number of maintenance crew required for maintaining generator i

Ti,on minimum up-time requirement for generator i

Ti,off minimum down-time requirement for generator i

f0 nominal frequency

fRoCoFmax maximum rate of change of frequency

Δfmax maximum frequency nadir deviation requirement

Δf lim ss maximum quasi-steady-state frequency deviation

Hi inertia constant of synchronous generator i

Ki mechanical power gain of synchronous generator i

σi droop gain of synchronous generator i

Fi fraction of total power generated by the turbine of synchronous generator i

Di damping constant of synchronous generator i

Ti turbine time constant of synchronous generator i

Si nominal power of synchronous generator i

SB base power

F lim t, A lim t, M lim t, and D lim t respective limits of Mt, At, Ft, and Dt at each time period

cM i,t maintenance cost of generator i at time t

cP i,t maintenance penalty cost of generator i at time t

cSU i start-up cost of generator i
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ci generation cost coefficients of generator i

cw m wind power curtailment penalty cost of wind farm m

te i expected hour for beginning maintenance of generator i

Ln,t,s power load of bus b at time t in sth scenario

Pi,max maximum output of generator i

Pi,min minimum output of generator i

Rup i/Rdown i ramp up/down rate of generator i

R+ i,max PFR reserve limit of generator i

Pwf m,s,t forecasted wind power of wind farm m at time t in sth scenario

Gl-i/Gl-m/Gl-n distribution shift factor of line l to generator i, wind farm m, and load bus b

fl,max transmission power capacity of line l

Variables

Hsys,t total system inertia at time t

ΔPctg,t,s possible disturbance of power systems at time t in sth scenario

Δfss,t,s quasi-steady-state frequency deviation at time t in sth scenario

Ii,t operation status of generator i at time t, 1 if the generator is online; otherwise, 0

Xi,t maintenance status of generator i at time t, 0 if the generator is outage for maintenance; otherwise, 1

ui,t, vi,t indicators for beginning and ending maintenance of generator i at time t

cSU i,t start-up cost of generator i at time t

Pi,t,s power generation of generator i at time t in sth scenario

Pw m,t,s wind power curtailment of wind farm m at time t in sth scenario

R+ i,t,s PFR from generator i at time t in sth scenario

Rt total regulating reserve at time t

ki,t scaled power gain factor of synchronous generator i

Mt aggregate inertia constant of synchronous generators at time t

At aggregate droop factor of conventional generators at time t

Ft fraction of total power generated by high-pressure turbines at time t

Dt aggregate damping constant of conventional generators at time t
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