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Electricity sales is one of the important assessment indexes of a power grid company’s operation. Since electricity sales is closely related to many factors, how to consider the influence of multiple factors and improve the accuracy of the calculation of electricity sales is a difficult problem that needs to be solved urgently. In this paper, we first analyze the six dimensions affecting electricity sales and select the key influencing factors that can be quantified statistically. Secondly, the key influencing factors are screened according to Pearson’s correlation coefficient and then the calculation model of electricity sales is established based on the random forest algorithm. Finally, we validate the feasibility and validity of the proposed calculation method for electricity sales through a case study.
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1 INTRODUCTION
Electricity sales is an important efficiency assessment index for the operation and management of power grid companies. Calculation of electricity sales is one of the fundamental tasks in the operation of the electricity market. It helps utilities understand the quantity and amount of electricity they sell so that they can make accurate financial analyses and market forecasts. However, the amount of electricity sales in a region is affected by many complex factors. For example, grid investment has a profound impact on electricity sales. The current large-scale rough investment strategy is no longer applicable, the precise investment strategy has been applied in many countries, and how to accurately invest to enhance electricity sales has become the focus of the investment strategy of many power grid enterprises. In addition, the economic situation, technological development, and other factors also have a certain degree of impact on electricity sales. Under the current transmission and distribution tariff policy, the positive growth of electricity sales directly determines the economic efficiency of the grid company, which is an important basis for judging whether the value of grid assets is preserved or increased. Therefore, It is necessary to analyze and process the data of electricity sales at a deeper level and discover its inherent change rules at the same time. It can provide the basis for the operators of power grid enterprises to support their business decisions, and help them better understand the market development trend and make correct business decisions.
With the development of data technology, it is an effective way to construct the calculation model of electricity sales by mining the intrinsic relationship between the historical data of multiple factors and electricity sales. At present, most of the relevant research results are focused on accurate forecasting of electricity sales, and the commonly used forecasting methods are the time series method (Billinton et al., 1996; Toyoda et al., 1970; Pektas and Cigizoglu, 2013), regression analysis method (Dudek, 2016; Sarduy et al., 2016), and grayscale forecasting method (EI-Fouly et al., 2006; Li et al., 2011). First of all, historical electricity sales data have time series characteristics, time series-based forecasting methods are widely used in the field of electricity sales forecasting (Madden, 2005). Kim M et al. (2023) applied a new model and scientific approach to power prediction in IoT and big data environments using traditional time series prediction methods. The work (Sarkodie et al., 2017) used an Autoregressive Integrated Moving Average (ARIMA) model to forecast the electricity consumption in Ghanaian regions up to 2030. This method requires high data accuracy and can only handle relatively smooth time series data. However, electricity sales are usually perturbed by stochastic factors such as temperature, precipitation, and season, which cannot be handled by this method. Secondly, the regression analysis method is similar to the time series-based electricity sales prediction method, which constructs a regression model for the prediction of electricity sales by mining the historical data of electricity sales. The difference is that this method considers different factors affecting electricity sales, which makes the model more stable by considering the factors of electricity sales from a higher dimension. The work (Lai et al., 2023) built the annual contribution electricity forecast model based on Logistic regression analysis. The work (Vu et al., 2015) analyzed the importance of climate for the prediction of electricity sales under different geographical conditions and established a multiple regression model for the prediction of monthly electricity demand by selecting appropriate variables. The predictive accuracy of the proposed model is also verified based on the data of New South Wales, Australia. Finally, the gray prediction method, proposed by Deng (Chan et al., 2010), is a multidisciplinary theory for analyzing gray systems. The method has been widely used in many fields such as agriculture, industry, and environmental systems research (Cai and Liao, 2021). As an important part of the gray system theory, the gray forecasting model has been widely used in time series forecasting due to its simplicity and ability to describe unknown systems with only four data points (Mohamed and Bodger, 2004a; Mohamed and Bodger, 2004b). Electricity demand forecasting can be regarded as a gray system problem because we know that some factors such as population, economic conditions, and weather have an impact, but we are not sure how they affect the electricity demand (H Morita et al., 1996; Zhou et al., 2005 proposed a simple triangular gray pre-method to forecast electricity demand. On this basis, it is combined with the idea of interval prediction in multiple regression, and the method’s feasibility is proved through actual case analysis. However, the gray prediction also has some defects, when electricity sales are in a smooth change the method predicts poorly. Therefore, the methods in the above-mentioned literatures are only suitable for dealing with linear data, which does not work for electricity sales with non-linear and non-stationary characteristics.
In order to improve the accuracy of electricity sales calculations, this paper intends to establish a calculation model of electricity sales by analyzing and screening the factors based on correlation ranking and random forest algorithm. The use of big data technology to analyze and quantify the relationship between grid investment and electricity sales growth in different regions has a positive effect on grid companies to further improve the level of investment precision. The main contributions of this paper are as follows:
(1) The influencing factors on electricity sales are selected by analyzing different dimensions and the Pearson’s correlation coefficient is utilized to filter out the key influencing factors.
(2) The artificial intelligence algorithm is introduced into the calculation method of electricity sales to improve the accuracy.
2 MATERIALS AND METHODS
2.1 Analysis of dimensions and key factors affecting electricity sales
According to the experts’ selection and actual operation experience, it is known that the six dimensions of infrastructure, technological transformation, inherent loss, load development, power supply construction and power supply characteristics have a greater impact on power sales, which are analyzed as follows.
2.1.1 Infrastructure
Grid infrastructure is the hardware facilities to guarantee the power supply, such as transmission and distribution lines, substations, and auxiliary equipment. The infrastructure directly determines the maximum power supply capacity of the region, which in turn affects the amount of electricity sales. In this dimension, the total amount of grid infrastructure investment is chosen as one of the key influencing factors. The total investment in grid infrastructure should be compatible with the local load development level, and its calculation formula is as follows:
[image: image]
Where T is the statistical period, [image: image] is the total investment in grid infrastructure under the statistical period, [image: image] is the total investment in transmission line construction, distribution line construction, and transformer construction in the ith region under the statistical period, respectively. I is the total number of regions.
2.1.2 Technological transformation
Electricity technology renovation is the improvement of assets such as existing grid production equipment, facilities and related auxiliary facilities by utilizing advanced technologies, equipment, processes and materials. The total amount of investment in agricultural network upgrading and transformation is selected as one of the key influencing factors under this dimension, and its calculation formula is as follows:
[image: image]
Where [image: image] is the total amount of investment in upgrading and transforming the agricultural network under the statistical cycle, and [image: image] is the total amount of investment in assets such as equipment, facilities, and related auxiliary facilities for improving the production of power grids in the ith region under the statistical cycle, respectively.
Reforming and upgrading rural distribution grids can improve the power supply capacity of agricultural grids, thus boosting the growth of electricity sales.
2.1.3 Intrinsic loss
When electricity is transmitted over long distances, it generates active losses in the lines and transformers, which directly affects the transmission efficiency. When the power generation remains unchanged and the loss is too high, the power transmitted to the customer side will decrease, which will inevitably cause a decrease in power sales. Under this dimension, the line loss rate is selected as one of the key influencing factors, and its calculation formula is as follows:
[image: image]
Where [image: image] is the annual average line loss rate, [image: image] is the statistical line loss power per hour, and [image: image] is the total power generation for the year.
2.1.4 Load development
With the increasing electrification of industrial, agricultural, commercial, and residential loads, the load power demand is increasing, which is the intrinsic reason for the growth of electricity sales. Under this dimension, the maximum load power for the year is selected as one of the key influencing factors, the value of which is obtained from the yearly statistics and labeled as [image: image].
2.1.5 Power supply construction
In recent years, renewable energy has become an important part of the global new energy market. In this dimension, new energy installed capacity is chosen as one of the key influencing factors, and its calculation formula is as follows:
[image: image]
Where [image: image] is the total amount of new energy installed under the statistical cycle, and [image: image] is the installed capacity of wind power, photovoltaic, and other new energy in the ith region, respectively.
2.1.6 Power supply characteristics
While the proportion of installed new energy has increased significantly, the new energy has the characteristics of intermittent supply and high volatility, which poses a hidden danger to the safe and orderly operation of the power system, and inversely restricts its grid-connected capacity, leading to short-term power supply tightness in some areas, indirectly affecting electricity sales. Therefore, under this dimension, the maximum load utilization hours of new energy is chosen as one of the key influencing factors, and its calculation formula is as follows:
[image: image]
Where [image: image] is the maximum load utilization hours of new energy, [image: image] is the power generation on day i, and [image: image] is the maximum power generation on day i. This calculation method can solve the problem of capacity expansion.
Figure 1 shows the trend of seven types of data, including line loss rate, maximum load of electricity consumption, new energy installation and utilization hours, completion of grid infrastructure investment, completion of agricultural network upgrading and electricity sales in a region from 2015 to 2022. According to Figure 1, it can be seen that: line loss rate is approximately inversely correlated with electricity sales, installed capacity of new energy is positively correlated with electricity sales, and the rest have no consistent correlation characteristics. In this case, it is particularly important to screen key influencing factors, which may have a greater impact on electricity sales. Therefore, it is necessary to screen the key influencing factors to make the calculation of electricity sales more efficient.
[image: Figure 1]FIGURE 1 | Schematic correlation between key influencing factors and electricity sales.
2.2 Calculation method of electricity sales based on multi-factor correlation analysis
In this chapter, the Pearson correlation coefficient is first proposed to screen the key influencing factors, which provides the theoretical basis for the correlation simulation conducted in Chapter 4; Then, it introduces the calculation model of electricity sales based on the random forest algorithm, which puts forward a new idea for the computation of electricity sales under the influence of multiple factors.
2.2.1 Correlation analysis of key factors affecting electricity sales
Based on the above analysis, it is clear electricity sales are affected by a variety of factors, including, but not limited to, market demand, economic development, policy support, energy mix, etc. These factors may interact with each other and have varying degrees of influence on electricity sales. Therefore, if all the influencing factors are directly used in the calculation of electricity sales, the calculation accuracy and generalization ability of the model may be affected due to the excessive dimensions of the input data.
To solve this problem, correlation analysis is introduced to help filter key factors, which is a statistical method that measures the degree of association between variables. Through correlation analysis, the most relevant factors to electricity sales can be found and used in the calculation of electricity sales, thus reducing the dimensionality of the input data and improving the computational efficiency of the model.
In this paper, the Pearson correlation coefficient is introduced for key factor screening, whose calculation formula is as follows
[image: image]
Where X is the quantitative value of the influencing factor, Y is the amount of electricity sold, [image: image] and [image: image] represent the mean value of X and Y, respectively. The value of P is taken between −1 and 1. The larger the absolute value of P, the higher the correlation between the variables X and Y. The smaller the absolute value of P, the lower the correlation between the variable X and the variable Y. The criterion is shown in Table 1.
TABLE 1 | The degree of relevance for the Pearson correlation coefficient.
[image: Table 1]Therefore, according to the Eq. 6, the Pearson correlation coefficient between the sales of electricity and six types of data, such as line loss rate [image: image], maximum load of electricity consumption [image: image], installed capacity of new energy [image: image], utilization hours of new energy [image: image], completion of upgrading and transformation of the agricultural network [image: image], and completion of investment in grid infrastructure [image: image]. Then, [image: image] greater than 0.4 were selected as key influencing factors to build the calculation model to achieve higher calculation accuracy with smaller data dimensions.
2.2.2 Computational models and methods based on random forests
This subsection establishes a mapping of the relationship between different influencing factors and electricity sales, achieving accurate linkage. In this paper, the random forest regression algorithm is selected. Random Forest Regression (RFR) algorithm as a machine learning algorithm, has been applied to several fields. Compared with regression algorithms such as SVM, the RFR algorithm does not require normalization of data and can perform feature selection through the algorithm itself, resulting in better robustness. The schematic diagram of the algorithm principle is shown in Figure 2:
[image: Figure 2]FIGURE 2 | Random Forest algorithm schematic.
The main decision tree algorithm used for random forest regression is the CART (classification and regression tree) algorithm. The decision tree algorithm alone often performs well on training data, but due to the drawbacks of overfitting, the model does not have universality and engineering application capabilities. To make up for the shortcomings of decision trees, the concept of random sampling is introduced into the RF algorithm. Its algorithmic formulation is based on the decision tree regression model, and the prediction function for each decision tree can be expressed as shown in Eq. 7:
[image: image]
Where k denotes the kth decision tree, x denotes the input sample, [image: image] denotes the number of leaf nodes of the kth decision tree, [image: image] denotes the predicted value of the jth leaf node of the kth decision tree, and [image: image] denotes the set of samples of the jth leaf node of the kth decision tree.
The prediction function of a multiple decision tree can be expressed as:
[image: image]
With the number of decision trees k.
In this paper, the computational model based on random forest is calculated as follows:
Step 1:. Data preparation: The dataset including the filtered influencing factors is divided into two parts, the training set Tr and the test set Te according to a certain proportion. The training set is used to train the model and the test set is used to evaluate the performance of the model.
Step 2:. Model construction and training: Initialize the model and set some model parameters to control the behavior of the random forest, such as the number of decision trees, the way of feature selection, the way of decision tree growth, and so on.
The model will construct multiple decision trees based on the samples in the training set and the values of the target variables, and perform feature selection and segmentation on each tree. This splitting continues until all the training samples at the node belong to the same class, and the optimal model for the calculation of electricity sales is obtained without pruning during the splitting process of the decision tree.
Step 3:. Calculation results and evaluation: Based on the optimal random forest model, the sales electricity of the samples in the test set can be calculated. The model will average or weighted average the calculation results of each decision tree to get the final regression results. For model evaluation, the Relative Root Mean Square Error (RRMSE) is used to measure the deviation between the observed (true values) and calculated values. Its calculation formula is as follows:
[image: image]
Where [image: image] is the true value of the electricity sales in the [image: image] th region, [image: image] is the calculated value of electricity sales in the [image: image] th region, and [image: image] is the maximum electricity sales in N regions.
3 RESULTS
3.1 Calculation process of electricity sales
In this paper, the dataset of electricity sales of 13 cities in a region in recent years is used to conduct a case study, with a statistical period of years. These historical data come from historical data collected by power grid companies. The specific steps of electricity sales calculation are as follows:
First, the six key factor indicators of each city in each calendar year are calculated according to the six-dimensional formulas in Section 2. Among them, the data from 2015–2018 is regarded as the training set, totaling 52 sets of data, and the data in 2021 is used as the test set [image: image], totaling 13 sets of data Then, correlation analysis is performed on the training set [image: image], and the Pearson correlation coefficients between the key factors and the electrical sales are shown in Figure 3.
[image: Figure 3]FIGURE 3 | The results of the Pearson correlation analysis.
Through analyzing and screening, three items with absolute values greater than 0.4, namely, line loss rate [image: image], maximum load of electricity consumption [image: image], and completion of grid infrastructure investment [image: image], are selected as the key factors to construct the new training set [image: image] and test set [image: image].
Finally, a random forest-based electricity sales calculation model is established. In the experiments, the iteration number is set to 30. Based on the training set [image: image], the model is trained, and the optimal electricity sales model is obtained by continuously optimizing the loss function, and finally, the computational effect is evaluated by using the data in the test set [image: image] to verify the effectiveness of the model.
3.2 Analysis of the results of electricity sales calculations
To validate the proposed method for calculating electricity sales based on correlation factor analysis and random forest, ablation experiments and comparative experiments are conducted in this section. To demonstrate the advancement of Random Forest, the SVR model is built as the control group. Moreover, the calculation models based on all influencing factors are constructed for SVR and RF in this section as a comparison, respectively.
In the calculation of electricity sales based on the SVR model, it is necessary to carry out the normalization of all the data to the same scale, which is conducive to improving the accuracy. In addition, a linear kernel function is adopted in the SVR model, which makes the calculation process simple and efficient.
The calculation results of these two models using different influencing factors on the test set are shown in Figure 4. The horizontal axis corresponds to the 13 different regions, and the vertical axis represents the values of electricity sales. The blue curve is the real value of electricity sales, while the red and green curves represent the calculation values of electricity sales before and after the screening of influencing factors, respectively. In Figure 4A, it can be seen that the trends of the calculation curves are consistent with the change of the actual values, and the calculation curve is closer to the actual one when only three key factors after screening are input. Similarly, corresponding conclusions can also be drawn in the calculation curves of electricity sales based on SVR in Figure 4B. Therefore, both models have shown better computational accuracy with only three key factors, indicating the importance of multi-factor screening.
[image: Figure 4]FIGURE 4 | The plot of the calculation results of the two models. (A) RF. (B) SVR.
To verify the progressiveness of the RF algorithm, Figure 5 shows the calculation curves of RF and SVR based on three key influencing factors. The blue curve in the figure shows the actual value of electricity sales, while the green and red colors represent the results of the RF model and SVR model calculations, respectively. From the figure, it can be seen that the green curve is closer to the blue curve than the red curve in the 6th to 11th regions, which means the RF model calculations have a smaller error from the true values. Compared with the RF model, although the calculation results of the SVR model generally follow the changes in actual values, there is a significant difference between them. It indicates that the electricity sales calculation method based on RF shows better performance in terms of trend capture and accuracy, while the performance of the SVR model may be affected by a variety of factors, such as data complexity, leading to a decrease in the reliability of the calculation results.
[image: Figure 5]FIGURE 5 | Graph of calculation results after screening of key factors.
The RRMSE values of these two electricity sales calculation models on the whole test set are obtained according to Eq. 9, as shown in Table 2. From the indicators in the table, it can be found that the RRMSE of the calculation after screening the influencing factors is significantly smaller than before, and based on this, the RRMSE based on the RF model is lower. Therefore, the electricity sales calculation model based on random forest proposed in this paper can reflect the relationship between multi-factors and power sales and effectively improve the calculation precision.
TABLE 2 | Relative error in the calculation results of electricity sales.
[image: Table 2]4 DISCUSSION
By analyzing the importance of calculating electricity sales for power grid investment, construction, and planning development, this article has proposed to explore the inherent relationship between multi-factors and electricity sales, which is an effective way to improve the calculation accuracy. The Pearson correlation coefficients have been calculated and three key factors have been screened out. Then, a calculation model of electricity sales is constructed based on the RF method. The comparative experimental results show that the proposed model has smaller computational errors and higher accuracy. It can better achieve accurate linkage between investment and electricity sales for power grid companies, improve the refinement of management, and enhance the economic benefits of enterprises.
In addition, due to the limited dataset, this work also has limitations in analyzing the dimensions that affect electricity sales. At the same time, there is a possibility of further optimization in the constructed RF regression calculation model. Further research will be conducted in the future to address these issues.
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