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Accurate differentiation of energy consumption information of residential users is of great significance for load planning, scheduling, operation and management of power system, and is the basic premise for realizing intelligent perception of energy system and energy saving and carbon reduction. Considering that the conventional single-layer clustering method has limited clustering stability and clustering effect, this paper takes the key family feature factors as the modified feature quantity of quadratic clustering, and proposes a study of user energy characteristics based on double-layer clustering and modification. Firstly, the user’s energy consumption data is collected and pre-processed, and the user’s energy consumption curve is clustered and analyzed by using the integrated clustering algorithm based on voting and the advantages of each member algorithm. Then, the key family characteristic factors are obtained, and the results of one-layer clustering and key family characteristic factors are combined to carry out two-layer clustering of the same category of users in the form of questionnaire survey. Finally, the nonlinear mapping capability of Support Vector Machine (SVM) is used to reverse correct the results of the one-layer clustering. The actual algorithm data of the residents’ demand response experiment in a southeastern province are compared. The results show that compared with the single-layer clustering algorithm, the proposed method can accurately distinguish the energy consumption characteristics and adjustable potential of different users, and correct the wrong clustering results in the single-layer clustering. The clustering stability and clustering effect have been effectively improved.The example results show that the clustering results modified by SVM can better mine and distinguish user energy characteristics, and can be used to solve the problem of the current demand response clustering algorithm not being able to comprehensively and objectively describe the participation willingness and response-ability of residential users in the implementation process. It can also provide a basis for peak shaving and power grid frequency regulation.
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1 INTRODUCTION
With the continuous development of the smart grid and social economy, only studying user electricity consumption data can no longer meet the needs of the refined development of the electricity market. In the context of power big data, simply increasing the supply-side capacity to meet the growing user load and peak electricity demand will cause a series of problems, such as low annual utilization hours of power generation and transmission equipment, high cost, and waste of social resources (Liu et al., 2014; Xu et al., 2023). Although the proportion of users participating in demand response is increasing year by year, due to the large number of participating users and complex load types, it is difficult to accurately distinguish and predict the energy use information and response potential of users (Xu et al., 2018; Li et al., 2022), resulting in an unsatisfactory effect of demand response, which has had a significant impact on the economy and life of both supply and demand. Therefore, on account of the two aspects, namely, user electricity consumption data and user household characteristics, analyzing user energy consumption behavior can achieve precise differentiation of load regulation potential for user energy consumption characteristics and demand response.
Clustering is an unsupervised learning technique in data mining that can be used to cluster load characteristics and achieve potential analysis of demand response resources. Cai (2023) proposed a bad data recognition and correction method based on the combination of statistical models and curve similarity to preprocess user load data. Then, user load patterns are extracted using a stack autoencoder and clustered user behavior analysis, thereby improving the availability and clustering accuracy of the dataset and making user energy behavior analysis more accurate. Liu et al. (2016) combined the structure, characteristics, and trends of user energy consumption in Gansu Province to identify potential users of electricity substitution. It thus implements the electricity substitution strategy of “replacing coal with electricity, oil with electricity, and gas with electricity” to solve the problem of abandoning wind and light. Based on the existing research on user-side load classification, Zheng et al. (2022) proposed a method of classifying load-side resources from the perspective of energy supply and consumption attributes, analyzed typical loads and characteristics of different energy supply attributes, and established a load resource library for various user attributes in demand response. Lu and Wang (2021) proposed a data mining method for classifying large users’ electricity consumption characteristics. This method can calculate the centralized power consumption of large users, and at the same time, the behavior pattern characteristics of users can be extracted in a directional manner, and power resources can be allocated according to demand. Li et al. (2021) proposed a user electricity behavior detection method based on singular spectrum analysis, which involves performing singular spectrum analysis on the user’s electricity behavior before and after the detection point. Accurate judgment of electricity behavioral changes can be achieved by calculating the cosine value of the angle between the singular value vector and the historical feature hyperplane. Zhang et al. (2020) established a Bayesian regularized self-organizing map (SOM) clustering model to analyze distribution networks’ short-term load electricity consumption behavior, and the results obtained have high accuracy. Zhao et al. (2019) studied various dimensionality reduction techniques for power load data, sampled, clustered, and analyzed the load data after dimensionality reduction. A comparison of various methods shows that the integrated clustering algorithm based on principal component analysis (PCA) dimensionality reduction performs best. Yang et al. (2022a) conducted a pioneering study on security-constrained unit commitment (SCUC) problems, proposing an expanded sequence-to-sequence (E-Seq2Seq)-based data-driven SCUC expert system for dynamic multiple-sequence mapping samples; it can accommodate the mapping samples of SCUC and consider the various input factors that affect SCUC decision-making, possessing strong generality, high solution accuracy, and efficiency over traditional methods.
Lei et al. (2023) used the optimized fuzzy C-means algorithm to realize cluster analysis, and the feature model is established through the cluster center so as to overcome the problem of quantity selection and feature selection of the diversity user division of the existing distribution station area. Yang et al. (2022b) summarized the basic mathematical model of the standard SCUC, and the characteristics and application scopes of common solution algorithms are presented. Customized models focusing on diverse mathematical properties are then categorized, and the corresponding solving methodologies are discussed. Yang et al. (2021) proposed a data-driven (DD) SCUC decision-making method, which processes historical user load data based on the k-means algorithm, and used the processed data samples to realize the pioneering role of the DL algorithm in solving SCUC problems. Fu et al. (2023) and Zhang et al. (2023) proposed a generative adversarial network and a distributed double consistency algorithm to enhance power data and process data consistency. (Yu and Xiao, 2021; Zhu et al., 2022) selected independent and effective power consumption characteristics from the existing common power consumption characteristics set to construct the optimal feature set. On this basis, the improved K-means clustering algorithm is used to analyze the user’s power consumption pattern by combining the preferred feature set. The results show that the complexity of the calculation can be reduced while ensuring the clustering accuracy.
In the above literature, when considering the clustering of users' energy consumption characteristics, most of them are based on the user’s electricity consumption data for load analysis (Sun et al., 2021; Li et al., 2023). In response to the above phenomenon, this article proposes a two-level clustering and correction method that comprehensively considers user electricity characteristics and key features. It uses the advantages of integrated clustering and fusion of multiple member algorithms to perform a layer of clustering on user electricity data. Based on the results of the layer of clustering, combined with the user’s key family information, multi-dimensional information clustering of users is achieved. Finally, the nonlinear mapping ability of SVM is used to reverse-correct the clustering layer results and achieve precise differentiation of energy consumption characteristics and regulatory potential among different users.
2 ONE-LEVEL CLUSTERING OF USER ELECTRICITY CONSUMPTION DATA
Integrated clustering is an unsupervised learning method that effectively combines the advantages of multiple-member algorithms (Fu et al., 2023; Wang et al., 2023). It includes generating base clusters and obtaining the final clustering results through consensus functions (Gorbachev et al., 2023; Lakshmi Kumari and Prasad, 2023). In real-world examples, a cube may have various shapes or structures, and its cluster structure cannot be distinguished using a single clustering algorithm. Voting is the use of the advantages of member algorithms to integrate samples. Selecting a baseline algorithm and a clustering result integration function as the unified clustering that unifies the individual member algorithms is necessary.
2.1 Criteria for determining the number of clusters
The effectiveness metric of clustering is often used to measure the effectiveness of clustering results and select the appropriate number of clusters. Good clustering results should have a high within-class similarity and low between-class similarity. Therefore, the improved Davies–Bouldin index (DBI) was selected to evaluate the clustering effect and determine the optimal number of clusters (Wang et al., 2022):
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In Equation 1, k represents the number of clusters; [image: image] represents the mean of all samples in class i to the cluster center; [image: image] represents the distance between classes i and j. In Equation 2, [image: image] represents the center point of class i; in Equation 3, [image: image] represents the center point of class j. [image: image] represents the sample size included in class i. [image: image] represents the distance between the center points of classes i and j.
2.2 Benchmark clustering design
The unsupervised nature of clustering can lead to mismatched classification of results from different clustering algorithms; for example, the clustering result category 1 of member algorithm X may correspond to the clustering result category 2 of member algorithm Y. Therefore, it is necessary to design a consistent function to unify the clustering results. The determination of benchmark clustering algorithms is an important step in the design of consistency functions. Existing experimental results have shown that in terms of the impact of range ratio (CR) and coefficient of variation (CV) on the volatility of clustering evaluation indicators, the silhouette coefficient (SC) indicator has a smaller volatility index in different clustering results under different distribution datasets and can be used for screening benchmark clustering algorithms. The SC index is a clustering evaluation index that combines the compactness of intra-cluster samples and the separation of inter-cluster samples. The larger the value, the better the clustering effect. The calculation method is as follows:
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In formulas (4), 5, and 6, x and y are sample points, [image: image] is the average distance from x sample to other points in the cluster, and [image: image] is the minimum average distance from x sample to all samples in other clusters; K is the number of clusters; [image: image] is the number of samples in class i; [image: image] is the i cluster; [image: image] is the Euclidean distance between sample points x and y.
2.3 One-layer clustering process
The one-layer clustering process of residential electricity load characteristics based on the voting method (Yan et al., 2021) is shown in Figure 1. First, the user’s original dataset is collected for data preprocessing, and then, feature engineering is used to extract load curve features. Each member algorithm is used to cluster the dataset, the number of clusters is determined through improved DBI, and then, the SC index is used to determine benchmark clustering. Finally, the clustering results of each member algorithm are unified through the consistency function, and the voting method is used to divide the curves of ordinary and typical members. Figure 1 shows the one-layer clustering process.
[image: Figure 1]FIGURE 1 | One-layer clustering.
3 TWO-LEVEL CLUSTERING AND CORRECTION BASED ON USER KEY HOUSEHOLD CHARACTERISTICS AND USER LOAD DATA
3.1 Acquiring key family characteristics
The electricity consumption behavior of residential users has individual differences, which are influenced by factors such as the user income level, electricity price level, climate change, seasonal changes, and household structure. In order to refine the classification of residential users, this paper uses a questionnaire survey to collect users’ electricity consumption behavior. Based on the data from customer behavior experiments in Ireland, the questionnaire was designed to include four aspects: the number of smart electrical devices in the home, the family structure, the lifestyle, and the popularity of policies.
A multiple logistic regression model was used to study the validity of the questionnaires. The results of the first-layer ensemble clustering were input into the multiple logistic regression model as the dependent variable of the regression analysis. The questionnaire-related questions were feature-coded and then input into the multiple logistic regression model as independent variables and covariates for regression analysis. The quality of the questionnaire questions was judged by their significance. Finally, the modified 35 key household characteristics affecting the energy consumption characteristics of users are obtained. These key household traits are field-coded and converted into data forms that can be clustered.
3.2 Clustering of key family characteristic information
The principal component analysis method reduces the dimensionality of the effective survey questionnaire data obtained from the sample. Principal component analysis is a statistical method that attempts to recombine the original variables into a new set of unrelated composite variables and extract a few fewer composite variables as much as possible to reflect the information about the original variables, according to actual needs. The questionnaire dataset obtained after dimensionality reduction is used as the clustering dimension indicator, and the samples contained in each large class in the one-layer clustering result are used to construct the two-layer clustering sample dataset δ:
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In formulas (7) and 8, δ is the collection of all questions in the survey questionnaire, [image: image] is the sample matrix of all survey questionnaires included in the k-class obtained during one-level clustering, and [image: image] represents the survey questionnaire data in row m and column n that affects household energy consumption.
3.3 Two-level clustering
One-level clustering is carried out based on the user load data collected using the smart meter, which only considers the load characteristics of the user, and is not enough for a deep exploration of the user’s accurate information. Therefore, the dataset constructed after comprehensive user load data clustering and key household information clustering is considered the sample dataset for the two-level clustering (Qiu et al., 2018; Wang et al., 2023).
The main step of two-level clustering is to use the key family feature encoding as input indicator data and consider the strength of the user adjustment potential. The two-level clustering is performed on clusters of users with the same load characteristics obtained by one level of clustering.
3.4 Correction of clustering results
When conducting two-level clustering, the dataset used differs from the first layer. The sample dataset selected for two-level clustering is based on the basic information on the influencing factors of user electricity consumption behavior collected from the survey questionnaire, representing the adjustable potential of users. Therefore, it is necessary to use the feedback mechanism to correct the clustering error of one-level clustering when performing two-layer clustering and correlate the user load characteristics with the adjustable potential to realize an accurate classification of the current user power consumption behavior under the multi-dimensional influencing factors.
The article constructed a two-level clustering correction model that comprehensively considers the key characteristics of demand response users and user load, as shown in Figure 2. They used the results obtained from two-level clustering as the training dataset for support vector machines and employed the nonlinear mapping ability of SVM to reverse-correct the results of one-level clustering. This approach ensured a more comprehensive and accurate correction of the clustering results.
[image: Figure 2]FIGURE 2 | Two-level clustering and correction.
4 EXAMPLE ANALYSIS
This article randomly selects 30 households from a valid survey questionnaire filled out in a certain place as experimental subjects. It extracts users’ daily 24-h load data in a certain place for a week through the provincial residents’ smart energy service platform.
4.1 Comparison of clustering algorithms
This article selects three clustering algorithms as member algorithms for voting ensemble clustering to cluster daily load curve data. The member algorithms are k-means clustering, SOM clustering, and GMM clustering. Figure 3 shows the detailed DBI index scores of the three-member algorithms under different cluster numbers. It can be intuitively seen from the figure that when the number of clusters is 3, the DBI index of the three-member algorithms is the lowest. As the number of clusters increases, the integration level of all member algorithms tends to stabilize. Therefore, the optimal number of clusters selected is 3.
[image: Figure 3]FIGURE 3 | Different algorithm DBI values.
4.2 Selection of the benchmark clustering algorithm
Table 1 shows that among the three-member clustering algorithms, the traditional k-means (k-means) and SOM algorithms have a higher degree of clustering stability than the GMM clustering algorithm, and their clustering performance remains good. According to SC, as an indicator to measure the effectiveness of the clustering effect, SOM clustering is used as the benchmark clustering algorithm.
TABLE 1 | SC values of different clustering results.
[image: Table 1]4.3 One-layer clustering results
Table 2 shows the results of one layer of integrated clustering.
TABLE 2 | Integrated clustering results.
[image: Table 2]4.4 Two-level clustering results
In order to ensure the maximum retention of questionnaire information and guarantee the data processing performance, the study used PCA to process the encoded survey questionnaire data. Through PCA, high-dimensional data can be dimensionally reduced to obtain a set of dimensionally reduced datasets, which can be used as input indicators for two-level clustering. Two-level clustering is based on the results of one-level clustering, which further divides each group of user groups obtained from one-level clustering into two subcategories, namely, strong and weak adjustable potential, using the k-means algorithm. This division can help researchers gain a more detailed understanding of the user group, thereby grasping the characteristics and potential of the user group. The clustering results are shown in Figure 4 and Table 3.
[image: Figure 4]FIGURE 4 | Two-level clustering results.
TABLE 3 | Two-level clustering results.
[image: Table 3]Figure 4A represents the first type of users, Figure 4B represents the second type of users, and Figure 4C represents the third type of users. The gray color represents the cluster center, and the red and blue colors represent the sample.
4.5 Correction of two-level clustering results based on SVM
In the visualization results of two-level clustering, some data points lack rationality in distribution, and there are obvious errors in clustering. The result of two-level clustering is used as the training dataset of the support vector machine, and the one-layer clustering result is corrected with the help of the inverse adjustment mechanism. After SVM correction, the categories of three users have changed, and the specific results are shown in Figure 5 and Table 4.
[image: Figure 5]FIGURE 5 | Clustering result based on SVM correction.
TABLE 4 | Clustering results based on SVM correction.
[image: Table 4]Figure 5A represents the first type of users, Figure 5B represents the second type of users, and Figure 5C represents the third type of users. The gray color represents the cluster center, and the red and blue colors represent the sample.
Table 4 shows that SVM correction has reclassified user 12 from subclass 1 of the first type of user to subclass 2 of the second type of user, while it has also reclassified users 11 and 14 from subclass 1 of the second type of user to subclass 1 of the third type of user. By comparing the original clustering map with the modified clustering map, we can intuitively find the following points: first, the relative distance between the clustering centers of user 12 and subcategory 1 of the first type of user is significantly greater than the distance between the clustering centers of user 12 and subcategory 2 of the second type of user. Second, the relative distance between users 11 and 14 and the cluster centers of subclass 1 of the second type of users is significantly greater than the distance between users 11 and 14 and the cluster centers of subclass 1 of the third type of users. The above results indicate that in the adjusted clustering graph, user 12 is more correlated with subcategory 2 of the second type of users, while users 11 and 14 are more correlated with subcategory 1 of the third type of users. This verifies the algorithm’s good potential value in user energy feature recognition, which can accurately distinguish users and improve the power system stability.
4.6 Analysis of the influence of key family characteristics on the clustering correction results
In order to further verify the influence of key family features on the clustering results, this paper constructs five application scenarios. It contains the corresponding clustering correction error proportions under 20%, 40%, 60%, 80%, and 100% of the user’s household characteristic information. Massive datasets are randomly selected in the same proportion, and their error correction rates are calculated, as shown in Eq. 9:
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In Equation 9, n is the proportion of the same information containing family characteristics that is randomly selected n times; m is the total number of users; [image: image] indicates the number of users who have been corrected by the SVM nonlinear mapping capability. The specific relationship between the clustering correction rate and the key characteristics of the user’s household is shown in Figure 6.
[image: Figure 6]FIGURE 6 | The specific relationship between the clustering correction rate and the key characteristics of the user’s household.
As can be seen from Figure 6, the key family characteristic factors are proportional to the clustering error correction rate. When the coverage rate of key household factors is 20%–60%, the correction rate of clustering error is low, and the increase is larger. However, when the coverage rate exceeds 60%, the increase in the clustering error correction rate becomes less pronounced, yielding a more ideal effect.
5 CONCLUSION
This article proposes a research method for user energy characteristics that takes into account user energy characteristics and key household characteristics. It validates the reliability and practicality of the proposed classification method by randomly selecting 30 users from a valid survey questionnaire filled out in a specific place. The example results show that the clustering results modified by SVM can better mine and distinguish user energy characteristics. This approach can be used to solve the problem of the current demand response clustering algorithm (Cheng et al., 2021), which struggles to comprehensively and objectively describe the participation, willingness, and response ability of residential users in the implementation process. It can also provide a basis for peak shaving and power grid frequency regulation.
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