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Northeast China has been facing a severe power shortage situation. Since
September 2021, “power rationing” events occurring in many places in the
three provinces of northeast China have been causing inconvenience to
people’s production and life. Therefore, it is particularly important to
accurately predict the power load combined with the influencing factors of
local power consumption. At the same time, the northeast region is about to
enter the heating season, and the pressure on coal and electricity will further
increase. In Heilongjiang Province, due to coal capacity control, limited
production led to the high price of thermal coal; wind power photovoltaic
output fluctuations, the epidemic, and other reasons also resulted in a large
gap in the power supply side. Improving the power demand forecasting ability is
of great significance to strengthen the reliability of people’s daily electricity
consumption, rational distribution of power generation plans, and deployment
of power grid resources. In order to improve the accuracy of electricity
consumption prediction in Heilongjiang Province, Markov error correction is
carried out on the basis of the backpropagation (BP) neural network prediction
model so that the final prediction results have the advantages of the BP neural
network prediction model and Markov model. In addition, it is more suitable for
the prediction of random series data with high volatility, the prediction accuracy
can be improved significantly, and the overall trend of electricity consumption
can be predicted more accurately.
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1 Introduction

Northeast China has been facing a severe situation of electricity shortage. The main
reasons are the national macro-control, coal production capacity restrictions, the closure of
many coal mines, and the scope and speed of power consumption growth that exceed
expectations such that the supply side of thermal coal cannot quickly respond to the
increase in demand. At the same time, the generation of new energy sources such as wind
power and photovoltaic power is small, and there are problems such as unstable power
generation and immature energy storage technology. In addition, due to the impact of the
epidemic, the number of incoming orders from overseas markets has exploded in the short
term, and electricity consumption has increased significantly each year, resulting in a large gap
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in the power supply side of northeast China in recent years. More
accurate electricity consumption forecast is particularly urgent and
important. The power generation mode of Heilongjiang Province is
dominated by traditional thermal power (more than 78%), wind power
(more than 15%), and solar power and thermal power generation (6%).
More accurate electricity consumption forecast is of great significance
for improving the reliability of people’s daily electricity consumption,
reducing the operating cost of power enterprises, rational distribution
of power generation plans, and improving power demand side
management. At the same time, it would be helpful to provide
policy guidance to the government on the reform of electricity
prices, improve the electricity market, lead the low-carbon circular
economy model, and drive the modernization transformation and
upgrading of Heilongjiang’s industrial structure.

Since the 1950s, domestic and foreign experts and relevant
practitioners began to study the methods of power load forecasting;
power forecasting methods mainly experienced three stages: 1) manual
forecastingmethods. Before 1970, themainmethods included the single-
consumption straight method, power elasticity method, and per capita
indicator load analysis method (Zhu, 2017; Onja et al., 2020; Xu, 2020).
The traditional forecasting methods require a large amount of
complicated data, and the corresponding statistical methods are
relatively cumbersome. 2) Traditional forecasting methods. Before
1990, mainly time series methods were used. For example, some
studies (Zeng et al., 2012; Cui and Xu, 2015; Xu et al., 2020) used
the time series technology to forecast electricity consumption. The
regression analysis method (Dergiades and Tsoulfidis, 2008;
Hondroyiannis, 2010) established a co-integration autoregressive
distributed lag model to predict the residential electricity
consumption in the United States and Australia. Gray system and
other methods, such as the introduction of gray correlation degree
(Wang, 2005; The garden, 2015; Zhao, 2015), were used for analysis and
prediction. This stage prediction method greatly reduces statistical work,
but many models do not take comprehensive factors into account, and
their adaptability needs to be improved. 3)Modern forecastingmethods.
Since 1990, modern prediction methods represented by artificial neural
networks have emerged. Backpropagation (BP) and long short-term
memory (LSTM) neural network models are representative and widely
used. For example, some studies (Xu et al., 2017; Xu et al., 2019; Zheng
et al., 2020) predicted the electricity consumption index based on the
LSTM model, while other studies (Beccali et al., 2011; Shobha and
Balasaranya, 2012) used the artificial neural network model and the
RBFN neural network to predict residential electricity consumption and
household air conditioning power consumption in the Mediterranean
region. Subsequently, the combination prediction of the neural network
combined with traditional methods also occurred, such as the
combination of the gray theory and artificial neural network (Chen,
2019) for electricity consumption prediction tests. Some studies (Jin et al.,
2011; He et al., 2019; Zhang et al., 2019) used the intelligent algorithm of
support vector or PCA and deep long-term memory combined with
artificial neural networks to predict electricity consumption.

According to the summary analysis, the prediction of electricity
consumption in modern times still needs to be further studied in the
following aspects: 1) The data of electricity consumption time series are
often non-stationary. It is difficult for econometrics to effectively solve
its pseudo-regression problem, and it is difficult for the LSTMmodel to
solve the problem of slow training fitting speed and the indistinct
gradient when the length of time series data is large. 2) In the case of

discrete data in the gray correlation degree, the gray level of the data will
reduce the accuracy of the prediction, and it is impossible to take into
account multiple indicator variables affecting the power consumption
at the same time. 3) Traditional single models were used in electricity
consumption prediction in the past, and no specific indicator variable
factors were selected for the studied region. In the selection of the
research region, the northeast border provinces under the background
of a new industrialization transformation were not involved. The
innovations of this paper are reflected in the following aspects:

1) The factors affecting electricity consumption in Heilongjiang
Province: This paper selects factors that have had a great impact
on the economic development of northeast China in recent
years, such as serious population loss (population), coal capacity
restriction resulting in insufficient coal power output (energy
consumption), the “double carbon” new industrialization
transformation (the contribution rate of the output value of
the secondary industry to gross domestic product), and other
factors that are highly adaptive, which were combined with the
background of the times and the regional characteristics.

2) Data processing: The fitting value of the BP neural network is
calculated, the relative error is found, and normalization
processing is carried out. When dividing the Markov state
space, the classical golden section method is adopted and
combined, which is simple and can ensure the rationality of
the data state space division to the maximum extent.

3) Model optimization: Compared with the more modern artificial
neural network prediction methods, the BP neural network has
strong advantages in nonlinear mapping ability and
generalization characteristics. In this paper, based on the
modern BP prediction model and Markov prediction
method, the prediction error caused by the dependence of
the original model training on data samples is greatly
reduced, the problem of large random fluctuations of power
consumption in the prediction is solved, and the prediction
accuracy is further improved. This combination method has
been rarely used in the field of electricity consumption
prediction in recent years, and it is worth popularizing widely.

In terms of model selection and research methods, this paper
can be used as a reference for the study of electricity consumption
forecast of other provinces in the old industrial base of northeast
China and provide technical support for alleviating the large-scale
“power cut-off” situation caused by power shortage in northeast
China in recent years (Yan, 2015; Hu et al., 2017; Guo, 2019; Liu
et al., 2020; Qiao et al., 2020; He, 2021; Ma and Wu, 2021; Wu et al.,
2022; Xu et al., 2022; Wu et al., 2023).

2 BP neural network and the
construction of the Markov chain
prediction model

2.1 BP neural network model

The BP neural network has a wide application prospect. It is a
multi-level feedforward neural network trained according to the
error direction and propagation algorithm.
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The BP neural network is composed of an input layer, hidden
layer, and output layer, as shown in Figure 1.

2.2 Markov chain prediction model

The Markov chain is an important branch of the field of
stochastic process, which determines the probability of the future
state by the Markov chain given the state of the system. It is
characterized by the following features: the future is only affected
by the present rather than the past, and its prediction accuracy is
relatively high, which is particularly prominent in many
prediction problems.

If any n> 1, and i1, i2, i3, ..., in−1, j ∈ s is always
p xn/x1 � i1, x2 � i2, x3, ..., xn−1{ } � p xn � j/xn−1 � in−1{ }, then this
discrete random process xt, t ∈ T{ } is called a Markov chain. xn and
x0 are the state probability vectors at time n and initial time,
respectively, and p is state transition probability.

xn � x0pn. (1)

Through the historical data of power consumption and its
influencing factors, the fitting value of the BP neural network is
calculated, the relative error is calculated and normalized, and the
Markov state space is divided (using the golden section method). The
mean value of the normalized relative error is�e, and the golden ratio is
Ω � 0.618. The division point λ can be calculated according to the
following formula to realize the division of n orders of magnitude:

λi � Ωk�e. (2)

In the formula, |k|< n; i � 1, 2, 3, 4. In addition, we get m state
spaces E1, E2, E3, ..., Em. The Markov state transition table is
obtained using the golden section method, and then, the Markov
state transition matrix is obtained as

Pij �
p11 p12 p13 ... p1m

p21 p22 p23 ... p2m

... ... ... ... ...
pn1 pn2 pn3 ... pnm

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝ ⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
Pij � Nij/Nj

, (3)

where pij is the transfer probability of state Ei transferring to state Ej

after 1 step; Vj is the number of samples of Ej in the transfer table;
and Nij is the frequency of Ei being transferred to Ej after 1 step.

2.3 Markov modifies the BP neural network
prediction value

The relative error between the predicted value and the actual
value of the BP neural network is divided into different state spaces E
(see Table 1), and the BP neural network gets the prediction.

The preliminary result of measurement is found, and then, the
Markov method is used to correct the preliminary result of
prediction. Then, the final predicted result is as follows:

Q* � Qp 1 + δ*( ), (4)
δ* � δa + δb( )/2, (5)

where δa and δb are the upper and lower bounds of the state interval
and Qp is the electricity consumption predicted by the BP
neural network.

3 Case analysis

With the 2022 edition of the China Heilongjiang Provincial
Statistical Data Yearbook as the reference source, the whole caliber
and whole society electricity consumption of the whole province
during the 12 years from 2010 to 2021 is used. We refer to the data
of six indicators, namely, gross domestic product (GDP), population,
fixed asset investment of the whole society, disposable income of urban
residents, total energy consumption, and industrial structure (see
Table 1). The industrial structure is expressed in terms of the
contribution rate of the output value of the secondary industry to GDP.

3.1 Preliminary forecast results of electricity
consumption in Heilongjiang Province
based on the BP neural network

Eleven pieces of data inMATLAB (R2020b) (Table 1) are used as
training samples for BP neural network modeling. The number of
nodes in the input layer is 6, and the number of nodes in the output
layer is 1, that is, the total electricity consumption of the whole
society. The number of nodes in the hidden layer can be calculated
according to the following formula:

I � ��������������������������������
0.43mn + 0.12n2 + 2.54m + 0.77n + 0.35

√ + 0.51.

When the network input and output nodes are 6 and 1, the
following nodes are selected: 2, 4, and 6. After many tests, when 2 is
selected, the network training result is the best. Therefore, the
network structure is determined as 6-2-1. The value 0.1 is set as
the learning parameter, 0.0001 is set as the learning accuracy, and
1,000 is set as the number of training. The structure of the BP neural
network is shown in Figure 2.

The Heilongjiang Provincial government attaches great importance
to the forecast of power demand and the construction and improvement
of the supply side of the power market, which is of great significance for
the reasonable allocation of power grid resources, scientific and effective
guidance of power investment, and improvement of the overall
operating efficiency of the power system. In the past, the deviation of
power consumption forecast in the northeast provinces was more than
three percentage points. This paper included factors affecting regional

FIGURE 1
Structure of the BP neural network.
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power consumption, such as gross domestic product, population, and
fixed asset investment of thewhole society, into the research scope. There
are many types of factors that affect the amount of electricity
consumption, including the level of economic activity, industrial
structure, scientific and technological progress, technological
development, seasonal and climatic conditions, policies and
regulations, population growth, and urbanization. This paper
considers 12 sub-influencing factors under these six types of
influencing factors and uses principal component analysis to select
six factors that have a strong correlation with the power
consumption of the provinces under study, namely, gross domestic
product (GDP), population, fixed asset investment of the whole society,
disposable income of urban residents, total energy consumption, and the
contribution of the output value of the secondary industry to GDP. We
mainly weigh the above different factors according to the principal
component analysis method. Due to the limitation of the length of the
article and the fact that it is not the focus of the article, the specific process
is not shown in detail in this article. The six factors are directly analyzed.
These data were substituted into the BP neural network system and the
forecast was made (see Table 2).

Then, the error analysis results of the BP neural network and
the error curve of the BP neural network training are obtained.
The BP neural network is used to calculate the predicted and
actual value of electricity consumption to obtain the error,
relative error, and normalized relative error (see Table 1). The
latest public electricity consumption data of the Heilongjiang
Statistical Yearbook are only of the last 12 years, and the
experimental data are limited. The variance of the normalized
relative error between the predicted value and the actual value
obtained by the BP neural network is small, resulting in the state
division of experimental data being limited, so the results of the
state division are not very rich, but the classic golden section
method is adopted. The golden section method is a heuristic
method based on the principle of interval elimination; that is, two
points a1, a2 are inserted into the search interval [a, b], and their
function values are calculated. a1, a2 divide the interval into
three segments.

The predicted value and actual value of electricity consumption
in Heilongjiang Province are drawn into a line chart, as shown
in Figure 3.

TABLE 1 Relative error and status space between the predicted value and actual value of the BP neural network.

No. Year Actual value/
(100 million kW·h)

BP predicted value/
(100 million kW·h)

Error
(100 million

kW·h)
Relative
error/%

Normalization Status

Relative error Space

1 2010 748 755 −7.22 −0.965 0.22 E1

2 2011 802 821 −18.65 −2.326 0 E1

3 2012 828 843 −15.35 −1.855 0.08 E1

4 2013 845 846 −0.47 −0.055 0.37 E2

5 2014 859 848 11.16 1.298 0.59 E2

6 2015 869 837 32.33 3.721 0.99 E3

7 2016 897 869 27.99 3.121 0.89 E3

8 2017 929 893 35.08 3.778 1.00 E3

9 2018 974 958 15.74 1.616 0.65 E2

10 2019 996 994 1.68 0.169 0.41 E2

11 2020 1,014 997 16.52 1.629 0.65 E2

12 2021 1,089 1,065 24 2.25 0.75 E2

FIGURE 2
6-2-1 BP neural network structure.
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From the BP neural network predicted value and the actual value
of Heilongjiang Province electricity consumption in Figure 3, it can
be seen that there is room for further improvement in the accuracy
of the prediction results. Below, we continue to use the Markov
method to revise the preliminary prediction results.

3.2 Revision of the Heilongjiang Province
electricity consumption forecast result
based on the Markov chain

The key of the Markov correction method is to obtain the
corresponding probability transfer matrix. The following is the

error between the predicted value of electricity consumption and
the actual value obtained using the BP neural network. The
electricity consumption data of Heilongjiang Province from
2010 to 2021 are divided into states to obtain the Markov state
transfer table. Then, the corresponding probability transfer matrix
can be obtained, and the final predicted value can be obtained by
Markov correction.

3.2.1 Division of data states
1) The relative error sequence e(t) is calculated from Table 2, and

the mean value of its relative error ratio after normalization is
e(t) = 0.532. The data are divided into three states and
obtained by the golden section formula,
p1 � 1, p−1 � −1, λ1 � 0.329, λ2 � 0.861, where

λ1 � Ω1�e t( ),
λ2 � Ω−1�e t( ).

The status interval
is C1: [0 − 0.376], C2: [0.376 − 0.984], C3: [0.984 − 1].

2) The states of the above interval is restored to the relative error
rate interval, [emin − a1], [a1 − a2], [a2 − emax], and it can be
calculated as follows:

a1 � −0.319%,

a2 � 2.928%.

Then, the restored interval is E1: [–2.33–0.319], E2:
[–0.319–2.928], and E3: [2.928–3.78], and the state space division

TABLE 2 Electricity consumption of Heilongjiang Province from 2010 to 2021 and its related influencing factors.

Year Actual value/
(100 million

kW·h)
Gross

domestic
product
GDP/

100 million
yuan

Population/
10,000

Total fixed
asset

investment/
100 million

yuan

Urban
disposable
income/
yuan

Total energy
consumption/
10,000 t of

standard coal

Contribution
rate of the
output value

of the
secondary
industry to
GDP/%

2010 748 8308.3 3,833 6,802 13,857 11139.3 68.5

2011 802 9935.0 3,782 7,475 15,696 12118.5 55.1

2012 828 11015.8 3,724 9,780 17,760 12757.8 52.3

2013 845 11849.1 3,666 11,453 19,597 11853.3 46.8

2014 859 12170.8 3,608 9,829 22,609 11954.9 27.4

2015 869 11690.0 3,529 10,183 24,203 12126.2 15.3

2016 897 11895.0 3,463 10,648 25,736 12280.5 15.6

2017 929 12313.0 3,399 11,292 27,446 12535.6 15.4

2018 974 12846.5 3,327 10,806 29,191 11435.9 15.3

2019 996 13544.4 3,255 11,455 30,945 11613.8 20.9

2020 1,014 13698.5 3,171 11,798 31,115 11525.1 83.2

2021 1,089 55698.8 9837 33,553 112,343 39632.2 25.0

Data source: Heilongjiang Statistical Yearbook (2022 edition).

FIGURE 3
Predicted value and actual value of electricity consumption in
Heilongjiang Province by the BP neural network.
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of the 11 years is shown in Table 1. At the same time, Table 3 can be
obtained according to the transfer of different states.

3.2.2 Computing the probabilistic transition matrix
The Markov state transition matrix is as follows:

P �
0.67 0.33 0
0 0.75 0.25
0 0.33 0.67

⎛⎜⎝ ⎞⎟⎠.

Then, using the Markov method to revise the preliminary
result of prediction, and using Eqs 4 and 5, the predicted value
and actual value of Heilongjiang Province electricity consumption
modified by the BP neural network + Markov method can finally
be obtained.

3.2.3 Final forecast of electricity consumption
By drawing the predicted value of Heilongjiang Province’s

electricity consumption by the BP neural network + Markov
modified method and the actual value into a line chart (see
Figure 4), the forecast can be visually observed.

Figure 4 shows the final forecast result of electricity
consumption after Markov correction. Compared with Figure 3,
the fitting degree between the electricity consumption prediction
curve and the actual electricity consumption curve after error
correction by the Markov chain is significantly improved near
the peak and valley of electricity consumption, and the
prediction accuracy is also significantly improved.

Taking 2021 as the initial state x0 = [0 1 0], according to the
Markov principle, the state of 2022 is obtained as x1 � x0*p1 = [0
0.75 0.25], which is still in the state space E2, and the predicted value
of the BP neural network–Markov model is 1,131. The relative error
of the obtained results is smaller, as shown in Table 4.

In the past, the deviation of the forecast of electricity
consumption in the northeast provinces was more than three
percentage points. In this paper, the BP neural network–Markov
combination model is used to obtain the predicted value in the
forecast model described above, where the forecast error rate in
2022 is reduced to 0.71%. At the same time, in the line chart of
electricity consumption forecast from 2010 to 2021, the fit degree
near the peak and valley has been significantly improved.

The model method adopted in this paper can take into account
the different factors affecting electricity consumption in different
provinces and select the square in the input layer.

On the other hand, different types of influencing factor’s data
can be selected or added according to different situations in each
region, and the method has both flexibility and self-applicability. It
also has the reference value for the forecast of electricity
consumption in other provinces or other regions of the old
industrial base in northeast China.

There are many methods of Markov state division, including the
arithmetic difference method, golden section method, maximum
mean square error method, and fuzzy clustering algorithm. The time
span of the historical data used in this paper is about 10 years, which
is not long. The essence of the golden section method is to divide the
interval into three sections. Only the proportion of the golden
section makes the effect of the golden section method better, and
it is widely used in painting and sculpture. It is a classical algorithm
in optimization calculation, famous for its simple algorithm,
uniform convergence speed, and good effect, and it is the basis of
many optimization algorithms, which is suitable for convex
functions in one-dimensional intervals.

In view of the Heilongjiang Statistical yearbook, the latest public
electricity consumption selection data are only of the last 12 years;
the time span is not large, resulting in less experimental data. In this
paper, the BP neural network prediction model, which is better than
the conventional prediction method in the case of a small sample
size, is selected first. Then, the golden section method, which is not
very rich but classical, is used to divide the states. Finally, Markov
correction is used to reveal the internal variation law between the
sample and the prediction error, which further improves the
accuracy of the electricity consumption prediction. In the
division of state space, the next step can be studied by using
more multi-dimensional and three-dimensional division methods.

4 Conclusion and prospect

Northeast China is about to enter the heating season, and the
pressure of coal and electricity consumption will further increase.
Because of the influence of multiple factors of new situations at
home and abroad on the whole society’s electricity load, the
precision improvement of its forecast is particularly important. In
this paper, the BP neural network prediction model is used to
forecast the annual social electricity consumption in Heilongjiang
Province, and the Markov method is used to correct the error. The
prediction accuracy of annual electricity consumption in
Heilongjiang Province is improved by more than 98.9%, and the
fitting degree near the peaks and valleys is significantly improved,
which can further ensure the accuracy of the error requirements and
provide more accurate electricity consumption predictions.

TABLE 3 Markov state transition table.

State Q1 Q2 Q3 Total

Q1 2 1 0 3

Q2 0 3 1 4

Q3 0 1 2 3

FIGURE 4
The BP neural network + Markov revised predicted value and
actual value of Heilongjiang Province electricity consumption.
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As a key commodity grain and old industrial base in China, the
precision of power demand forecasting in Heilongjiang Province
will help accelerate the modern construction of agriculture, help the
industrial chain to shift toward the direction of intensive processing,
accelerate the transformation of energy structure, and help the old
industrial base in northeast China to achieve the goal of “double
carbon” and shift toward sustainable development. Continuously
improving the power demand forecasting ability, strengthening the
planning and layout of the power industry, and paying attention to
and accelerating the construction and improvement of the power
market are conducive to improving the safety, economy, and
reliability of the overall power consumption of the whole society.
It not only has a guiding role for the development of the electric
power industry in Heilongjiang Province and even the northeast
region but also has important significance for the revitalization of
the northeast region.
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