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The booming development of distributed power sources in power systems
has drawn attention to the carrying capacity and stability of the power
grid, becoming a key challenge for the power industry. This study aims to
develop a comprehensive deep learning model by combining deep recurrent
double Q network (DR-DQN) and deep convolutional neural network (DCNN),
and use meta-learning to optimize the model as a whole to simultaneously
optimize the power grid. Distributed power supply carrying capacity and
predicting the voltage fluctuations of the grid. The comprehensive model
is designed to consider distributed power capacity optimization and voltage
fluctuation prediction holistically. Through the DR-DQN model, the maximum
distributed power capacity is determined under different grid conditions and
the distributed power configuration of the grid is optimized. At the same time,
the DCNN model is used to analyze the power grid time series data and
predict the voltage fluctuation of the power grid. The results are presented
in graph form, showing trends in maximum capacity and voltage fluctuations
under different grid conditions. Experimental results show that the overall
model achieves satisfactory results in distributed power capacity optimization
and voltage fluctuation prediction. Performance evaluation and comparison
highlight the comprehensive model’'s excellent performance in terms of
prediction accuracy and computational efficiency, providing new possibilities for
efficient management and reliable operation of power systems. The successful
development of the model provides practical and reliable solutions for the future
development of power systems.

KEYWORDS

deep learning, distribution network, distributed power, voltage fluctuation, grid
optimization, data analysis

1 Introduction

In an era of rapid technological development and increasing reliance on renewable
energy, distribution networks are facing transformative challenges (Markovic¢ et al., 2021).
Traditional grid architecture has difficulty effectively managing the influx of distributed
power sources, resulting in significant voltage fluctuations that endanger the stability
and reliability of the grid. Addressing these challenges requires innovative approaches to
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optimize distributed power carrying capacity and accurately predict
voltage fluctuations within the grid.

The current power system field is facing complex and ever-
changing problems, and traditional power system planning and
operation methods are no longer suitable to meet the challenges
of emerging energy demands and grid security. Past methods are
often based on static planning and manual adjustments, making
it difficult to adapt to rapidly changing power demands and
growing renewable energy sources (Wu, 2022). This makes the
planning and operation of power systems more difficult and more
prone to problems such as voltage instability. Faced with these
challenges, deep learning technology, as an important branch in
the field of artificial intelligence, provides new possibilities for
solving the problems of power system distributed power supply
carrying capacity optimization and voltage fluctuation prediction
(Zhang et al., 2023). Deep learning algorithms have powerful feature
learning and generalization capabilities, and can automatically
extract useful features from large-scale data and build efficient
prediction models. This provides new ideas and methods for power
system optimization and voltage fluctuation prediction.

As an important branch in the field of artificial intelligence,
deep learning technology provides new possibilities for solving
the problems of distributed power supply carrying capacity
optimization and voltage fluctuation prediction in power systems
(Ning et al., 2023). Deep learning algorithms have powerful feature
learning and generalization capabilities, and can automatically
extract useful features from large-scale data and build eflicient
prediction models (Tian et al., 2023). This provides new ideas and
methods for power system optimization and voltage fluctuation
prediction. However, although deep learning technology has great
potential in the power system field, it still faces a series of challenges.
The complexity, diversity, and real-time nature of power system data
make the design and training of deep learning models complex and
difficult (Du and Li, 2019).

This paper introduces a groundbreaking approach that leverages
the power of deep learning to revolutionize the optimization and
management of power grids. By integrating a Deep Recurrent
Double Q Network (DR-DQN) with a Deep Convolutional Neural
Network (DCNN) and leveraging the power of meta-learning, this
model provides a comprehensive solution to the complex problems
plaguing contemporary power grids. Next, we will deeply explore
several deep learning models that are currently widely used, draw
inspiration from them, and provide useful reference for our research.

As an important technology in the field of deep learning,
convolutional neural network (CNN) has achieved remarkable
success in many fields. It was first proposed by Yann LeCun and
others in the 1990s, aiming to imitate the way the human visual
system works (Bhatt et al, 2021). The core principles of CNN are
local perception and parameter sharing, which enable it to effectively
process images and time series data. Its basic structure includes
convolutional layers, pooling layers and fully connected layers. In the
convolutional layer, the network extracts features of the input data
through a series of convolution kernels. These convolution kernels
are responsible for detecting different features such as edges, textures
and shapes. The pooling layer is used to reduce the dimensionality
of data and reduce computational complexity while retaining
important information (Li et al., 2020). Finally, the fully connected
layer maps the extracted features to the output layer for tasks such as
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classification or regression. In the field of power systems, CNN has
been widely used. It can be used for tasks such as power equipment
fault detection, load forecasting, power quality analysis, and voltage
fluctuation prediction. One of the characteristics of CNN is its
ability to process multi-dimensional data, so it can effectively deal
with time series data and multiple data types of power systems,
such as current, voltage, frequency, efc. In addition, CNN also has
strong feature learning capabilities and can automatically extract
features related to power system characteristics without manually
designing features. Although CNN has great potential in power
systems, there are also some challenges and limitations. First, power
system data usually contain a large amount of noise and outliers,
which may affect the performance of CNN models. Secondly, the
power system is a highly complex and dynamic system, so more
complex and deep CNN models are needed to capture its intrinsic
characteristics. In addition, the spatiotemporal correlation of data
also needs to be fully considered in order to more accurately predict
problems such as voltage fluctuations (Wenya, 2021). In order to
solve these problems, researchers are constantly improving CNN
models. For example, the introduction of attention mechanisms
can better handle the long-distance dependencies of time series
data and improve the performance of the model. In addition, some
improved CNN architectures have also been proposed to adapt to the
characteristics of power system data, such as seasonality, periodicity,
and instability.

Recurrent neural network (RNN) is a deep learning model
specifically designed for processing time series data and sequence
modeling. Its proposal can be traced back to the 1980s, but it has not
been widely used and developed until recent years (Xiao and Zhou,
2020). The core principle of RNN is to introduce a cyclic structure,
which enables it to capture the temporal dependence in data, making
it suitable for many time-related tasks. Its basic structure consists
of a cyclic unit that accepts input data at each time step and the
output of the previous time step and passes the information to
the next time step (Dhruv and Naskar, 2020). This feedback loop
structure allows RNN to remember previous information and thus
perform well when processing time series data. RNN is widely
used in natural language processing, speech recognition, time series
prediction and other fields. In the field of power systems, RNN
has also found wide applications. Its most significant feature is its
ability to effectively process time series data of the power system,
such as current, voltage, frequency, etc., as well as the timestamps
of various events. This makes RNN very suitable for tasks such as
power load forecasting, power system state estimation, and voltage
fluctuation prediction. The RNN model can capture the seasonality,
periodicity and instability in the power system, so it plays an
important role in the optimization of distributed power carrying
capacity and grid stability analysis (Yang et al., 2022a). However,
RNN models also have some limitations. One of the most significant
problems is the difficulty of long dependencies, that is, RNN is prone
to gradient disappearance or gradient explosion problems when
processing long sequences, making it difficult to learn long-term
dependencies. In addition, the computational efficiency of RNN is
relatively low, limiting its use in real-time applications. To overcome
these problems, researchers have proposed many improvements
and variants of RNN models, such as Long Short-Term Memory
Network (LSTM) and Gated Recurrent Unit (GRU). These models
have stronger memory capabilities and better gradient propagation
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mechanisms, allowing them to handle long sequences of data. In
addition, some models also introduce an attention mechanism to
increase the model’s attention to the input data, thereby improving
performance.

Long short-term memory network (LSTM) is a variant of
recurrent neural network (RNN) designed to solve the long-term
dependency problem in RNN models. LSTM was first proposed
by Sepp Hochreiter and Jiirgen Schmidhuber in 1997. Its core
principle is to introduce a gating mechanism, allowing the network
to selectively remember and forget information, thereby better
processing time series data. LSTM has made major breakthroughs
in various fields and is widely used in the power system field. LSTM
is able to capture long-term dependencies, which is particularly
important in the power system field (Smagulova and James, 2019).
Power system data often contain long-term seasonal and cyclical
patterns, as well as various events and anomalies, thus requiring
models that can handle long series of data. LSTM can selectively
store and extract information by introducing input gates, forget gates
and output gates, as well as an internal cell state. This makes LSTM
very suitable for tasks such as power load forecasting, power system
state estimation, and voltage fluctuation prediction. In addition,
LSTM also has memory capabilities and can effectively handle noise
and instability in power system data (Lin et al., 2022). It can also
adapt to data on different time scales, from minute to hour or
longer time scales, making it very flexible. The application of LSTM
in power systems covers various tasks, such as anomaly detection
of power grid data, health monitoring of power equipment, and
assessment of grid stability. However, despite its wide application
in the power system field, LSTM also has some challenges. First,
LSTM models are usually complex and require a large number
of parameters and computing resources, which may result in less
efficient training and inference (Niu etal,, 2022). Secondly, the
LSTM model may still face gradient disappearance and gradient
explosion problems when processing ultra-long sequence data.
Although it is improved compared to the traditional RNN model,
it still needs to be handled with caution. In order to improve
the LSTM model, researchers have proposed some variants and
improvement methods, such as bidirectional LSTM (BiLSTM),
attention mechanism LSTM (Attention LSTM), etc. These methods
can further improve model performance, reduce computational
complexity, and adapt to more application scenarios. In addition, the
introduction of more advanced deep learning technologies, such as
convolutional neural network (CNN) and self-attention mechanism
(Transformer), can also enhance the functionality and performance
of the LSTM model.

The Transformer model is a deep learning architecture originally
proposed by Vaswani et al., in 2017. Its core principle is a structure
completely based on the self-attention mechanism and is designed
to process sequence data. The self-attention mechanism allows the
model to consider all positions in the input sequence simultaneously
without being limited to a fixed window size (Karpov et al., 2019).
This feature allows the Transformer to better capture long-distance
dependencies in the sequence. The development of this model has
led to changes in the field of natural language processing and has
achieved remarkable success in a variety of fields. In the field of
power systems, the Transformer model has been widely used. The
characteristics of its self-attention mechanism enable it to effectively
process timing information in power system data, such as current,
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voltage, frequency, etc. The Transformer model has demonstrated
strong performance in tasks such as power load forecasting, power
equipment condition monitoring, and voltage fluctuation prediction
(Acheampong et al., 2021). In addition, Transformer also has the
advantage of parallel computing and can process large-scale data,
making it suitable for applications with high real-time requirements
in power systems. However, the application of the Transformer
model in the power system field still faces some challenges. First,
power system data often contain large amounts of noise and outliers,
which may interfere with model performance. Secondly, power
system data have strong spatiotemporal correlation, and better
modeling methods are needed to fully utilize this information. In
addition, Transformer models are usually large and require a large
number of parameters and computing resources, so they may not
perform well in some resource-limited environments (Misra et al.,
2021). In order to improve the application of Transformer model
in the field of power system, researchers have proposed some
improvement and optimization methods. For example, a multi-
scale self-attention mechanism can be introduced to better capture
information at different time scales. In addition, traditional models
such as convolutional neural networks (CNN) and recurrent neural
networks (RNN) can be combined to build hybrid models to take full
advantage of their advantages. At the same time, data preprocessing
and feature engineering are also important for model training data,
which can improve the performance and robustness of the model.

In the field of power systems, although classic deep learning
models such as CNN, RNN, LSTM and Transformer have shown
their own advantages, they also have their own limitations. CNN
models perform well in processing multi-dimensional time series
data, but they have difficulties in handling long-term dependencies.
Although RNN and LSTM models have advantages in modeling
time series data, they inevitably suffer from the problem of gradient
disappearance or gradient explosion, and their computational
efficiency needs to be improved. As for the Transformer model,
although it has obvious advantages in handling long-distance
dependencies, its large model size and high computational cost make
it unsuitable in resource-constrained environments.

In view of the limitations of the above models, this study
proposes the DRDQN-DCNN model and uses the Meta-Learning
mechanism for optimization, in order to achieve significant results
in optimizing the distributed power carrying capacity of the power
grid and predicting power grid voltage fluctuations. This model
integrates the strengths of Deep Recurrent Double Q Network
(DRDQN) and Deep Convolutional Neural Network (DCNN) to
more accurately handle feature extraction and prediction tasks of
power system data. The DRDQN part uses reinforcement learning to
accurately predict the maximum distributed power capacity under
different grid conditions and optimize the distribution of power grid
configurations. The DCNN part focuses on predicting power grid
voltage fluctuations based on time series data, thereby effectively
assessing the stability and carrying capacity of the power grid. In
addition, the Meta-Learning mechanism provides the model with
the ability to quickly adjust parameters, ensuring that the model
can achieve optimal performance configuration under various
conditions, thereby significantly improving the robustness and
adaptability of the model. Combining the power of deep learning
and meta-learning, our model is expected to address the current
challenges faced by power systems, especially the optimization of
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distributed power capacity and the accurate prediction of voltage
fluctuations.
The main contributions of this study are as follows:

o Integrated innovation of DRDQN-DCNN model. Our research
innovatively integrates two different deep learning models,
Deep Recurrent Double Q Network (DRDQN) and Deep
Convolutional Neural Network (DCNN). This integration is
targeted and can better cope with distributed power capacity
optimization. and voltage fluctuation prediction are two
interrelated tasks.

e The introduction of innovation in Meta-Learning. Our research
introduces a Meta-Learning mechanism, which can quickly
adapt to the optimal model parameter configuration under
different power grid conditions, improving the performance
and adaptability of the model.

e Promotion of power system sustainability. By optimizing
the prediction of distributed power capacity and voltage
fluctuations, our model is expected to improve the reliability
of power systems, reduce dependence on traditional energy
sources, and promote the integration and application of
renewable energy sources.

In the following article structure, we will organize the content
as follows: In Chapter 2, we elaborate on related work. Chapter 3
will introduce in detail the key details of our proposed DRDQN-
DCNN model and Meta-Learning optimization strategy. Chapter
4 will focus on our experimental design and experimental results.
Finally, Chapter 5 will be the summary and discussion of this study.

2 Related work
2.1 Power system optimization and stability

The field of power system optimization and stability has long
been a core research direction in the field of power engineering and
energy. Developments in this area aim to enhance the reliability,
economics and sustainability of power systems to cope with growing
power demand and promote the integration of clean energy sources.

Significant progress has been made in the field of power system
optimization and stability over the past few decades. Researchers
use a variety of traditional methods, such as power flow analysis,
grid planning, and economic dispatch, to improve the reliability and
economic efficiency of power systems (Alimi et al., 2020). However,
as power systems become increasingly complex, traditional methods
encounter new challenges in handling rapidly changing energy
demands and integrating large-scale distributed energy resources.
To this end, emerging technologies and methods have become
the focus of research, including power system optimization based
on intelligent algorithms, distributed energy management, power
market modeling and smart grid technology, efc., aiming to achieve
the deep integration of power systems and information technology
and promote the power system Improvement in automation and
intelligence levels.

Current hot topics in power system optimization and stability
research include power system planning, power market modeling,
and power system stability analysis. Power system planning focuses
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on grid expansion, integration of new energy resources and
power equipment planning, using mathematical modeling and
optimization methods to determine the optimal grid configuration
(Zhang et al., 2022). Electricity market modeling research involves
electricity market design, operation and management, including
market pricing, power plant operation strategies and market
transaction rules. Power system stability research uses simulation
and control methods to evaluate the stability of power systems under
various abnormal conditions.

Although significant progress has been made in the field of
power system optimization and stability, existing methods are
still insufficient in the face of new challenges such as the rapid
growth of renewable energy, the spread of electric vehicles, and
the development of smart grids. Especially in processing large-
scale data and multi-source data fusion, traditional methods face
huge challenges (Zhang et al., 2019). Therefore, future research will
focus more on renewable energy integration, smart grid technology
improvements, and innovations in data-driven methods. It is against
this background that our research aims to solve these challenges in
the field of power system optimization and stability by integrating
deep learning technology and meta-learning mechanisms, especially
in the optimization and optimization of distributed power carrying
capacity of power systems. Voltage fluctuation prediction.

2.2 Distributed power supply carrying
capacity

The carrying capacity of distributed power sources is an
important but challenging aspect in the field of power system
research. Its development goal is to optimize the utilization
of renewable energy and distributed power sources, reduce
dependence on traditional energy sources, and thereby enhance the
sustainability of the power system (Wen et al., 2019). In recent years,
with the rapid growth of renewable energy and distributed power
sources, the traditional power system planning model with central
power plants as the core is facing a change (Ismael et al., 2019).
Therefore, the research on distributed power carrying capacity plays
an indispensable role in the planning, operation and management of
power systems.

Research in this area focuses on key areas such as power
system modeling, distributed power management, and smart
grid technology. Through power system modeling, researchers
can describe the grids topology, line parameters, and node
information to evaluate key power system parameters such as
voltage, frequency, and transmission capacity (Gorre et al., 2020). In
terms of distributed power management, research focuses include
how to effectively schedule the output of distributed power, power
load management and energy storage to ensure the stability and
reliability of the power system (Wang and Chen, 2019). Smart grid
technology plays a key role in improving the operating efficiency and
sustainability of the power system through its digital and adaptive
characteristics.

Although some progress has been made in this field, many
challenges remain. Among them, one of the most prominent
challenges is how to deal with the uncertainty and volatility of
renewable energy, which poses a severe test to the stability of the
power system (Razavi et al., 2019). In addition, with the widespread
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integration of distributed power sources, it is particularly important
to ensure the safe operation of the power system. Therefore,
researchers need to develop more efficient methods to address
these challenges.

Future research trends will focus more on the development
of new distributed power technologies and the application of
data-driven methods. With the continuous advancement of
new distributed power technology, the research on the carrying
capacity of power systems will be further deepened (Aslam et al,
2021). At the same time, data-driven methods such as big
data analysis and machine learning will play an increasingly
critical role in assessing the carrying capacity of distributed
power sources. These methods can more accurately capture
and understand the dynamics of the power system and provide
more refined and Efficient solution. Against this background,
our study proposes an innovative model that combines deep
learning and meta-learning techniques to address the challenges
encountered in the evaluation and optimization of distributed power
carrying capacity.

2.3 Voltage fluctuation prediction

Voltage fluctuation prediction is a vital branch of power
system research, aiming to evaluate the time variability and
fluctuation of voltage in power systems. As power systems expand
and renewable energy sources are integrated, voltage fluctuation
prediction becomes increasingly critical (Ronanki and Williamson,
2019). Research in this area has a rich history of improving
the stability and voltage quality of power systems. Traditional
voltage fluctuation prediction methods usually rely on simulation
technology and rule-based methods, but in recent years, with the
rise of deep learning and data-driven methods, voltage fluctuation
prediction research has also entered a new stage (Wang et al., 2021).

The field of voltage fluctuation prediction covers multiple
research directions and methods, including power system modeling,
time series data analysis and deep learning technology. Power
system modeling is used to describe the power system topology, line
parameters, and parameters related to voltage stability. These models
allow researchers to evaluate the impact of voltage fluctuations
on power systems (Wu et al., 2019). Voltage fluctuation prediction
usually relies on time series analysis of historical power system
data, including time series modeling, frequency domain analysis and
statistical methods (Nam et al., 2020). Deep learning techniques,
such as recurrent neural network (RNN), long short-term memory
network (LSTM) and convolutional neural network (CNN), have
been applied in voltage fluctuation prediction to improve the
accuracy of prediction.

Although voltage fluctuation prediction research has made
significant progress, there are still some challenges, such as
uncertainty and large-scale data processing (Akhtaruzzaman et al.,
2020). The volatility of renewable energy and the complexity of
power systems introduce uncertainties, making voltage fluctuation
predictions more complex. Power systems generate large amounts
of real-time data, such as sensor measurements and load data, so
efficiently processing this data and making accurate predictions
remains a challenge (Wangetal,, 2022). In the future, research
in this area may focus on the application and improvement of
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data-driven methods and smart grid technologies to better cope with
the dynamics of power systems.

2.4 Power grid optimization technology

In the current research environment, the stability and efficiency
of the power grid have always been the focus of power system
research. For example, in response to the challenge of power grid
stability, recent research has proposed a method for quickly and
accurately calculating line outage power flow based on Taylor
expansion (Lietal, 2022). The proposal of this method not only
solves the key issue of ensuring the continuity and reliability of
power supply, but also provides new ideas for the stability analysis
of the power grid.

Additionally, power theft detection is another critical aspect
of safe grid operation. One study used extreme gradient
boosting algorithms to detect power theft in advanced metering
infrastructure (AMI), demonstrating the potential of advanced
data analytics in power grid monitoring (Yan and Wen, 2021).
The application of this method not only improves the security of
the power grid, but also provides a new perspective for power
grid management. In terms of dealing with the power coupling
problem in a weak grid environment, recent research has focused
on the improvement of power coupling analysis and its control
strategies, which is crucial to improving the overall performance of
the power grid (Shao et al., 2023). Improvements in these control
strategies not only enhance the stability of the power grid, but
also provide important technical support for the integration of the
power grid with distributed power supplies and renewable energy
(Zhou et al., 2022).

The efficiency and functionality of the grid are also being
boosted by new technologies. For example, one study designed a
simultaneous information and power transmission system based
on the modulation characteristics of magnetrons. This research
not only opened up a new way to improve the efficiency of
the power grid, but also provided an important reference for
the innovative development of power grid technology (Yang et al.,
2022b). For distributed power supplies and microgrids, research
on decentralized energy/voltage control structures and methods
provides a new perspective for grid optimization and management
(Shirkhani et al., 2023). These studies emphasize the importance of
adopting advanced control strategies and optimization algorithms in
improving grid flexibility and adaptive capabilities. In terms of long-
distance high-voltage DC transmission systems (LCCHVDC), the
study of harmonic transfer functions and single-input single-output
impedance modeling is of great significance for optimizing power
grid design and operation (Wang et al., 2023a). The application of
these advanced data analysis and modeling techniques is critical
to understanding and improving key components of the electrical
grid. In modular power architecture, research on optimal power
distribution control helps improve grid efficiency and reliability
(Fei et al., 2024).

In addition, the development of distributed algorithms
without initialization for dynamic economic dispatch problems in
microgrids provides new methods for optimizing and analyzing
power grid operations (Duan etal., 2023). Research on multi-
objective size optimization and fuzzy decision-making methods of
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Overall flow chart of the model.

hybrid microgrids provides new ideas for power grid planning and
design (Cao et al., 2020). At the same time, the analysis of the impact
of operating overvoltage on high-speed train traction transformers
reveals potential risks and improvement measures in power grid
operation (Xiao et al., 2023).

2.5 Application of deep learning

Deep learning technology, as a key branch of the field of artificial
intelligence, has demonstrated its strong application potential in the
research of power systems (Hafeez et al., 2020). With the availability
oflarge-scale data, significant improvement of computing power and
continuous improvement of algorithms, deep learning technology
has not only made breakthroughs in computer vision, natural
language processing, speech recognition and other fields, but also
gradually become an important tool and method in the research of
power system optimization and sustainability.

The latest advances in this research field show that deep learning
technologies can effectively support the complex modeling, power
load forecasting, and distributed power management of power
systems through their data-driven methods and the ability to
process data from complex power systems (Ahmed et al., 2020). For
example, the use of deep learning model, such as recurrent neural
network (RNN) and long short memory network (LSTM), we can
not only more accurately describe the structure and characteristics
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of the power system, also can predict the load of power system, and
processing multimodal data, including sensor data, load data and
renewable energy data (Massaoudi et al., 2021).

In particular, the most recent study In power demand forecasting
(Liu et al,, 2024), environmental management (Dong et al., 2024),
power system safety assessment (Sun et al., 2024) and power market
modeling (Jiang et al., 2024). These achievements not only promote
the intelligent and green and sustainable development of the
power system, but also provide a solid technical support for
the stability and safe operation of the power system. However,
these studies also reveal data scarcity, model interpretability, and
challenges in maintaining model stability and accuracy in volatile
market environments.

3 Methodology
3.1 Overview of our network

In order to optimize the distributed power carrying capacity
of the power grid and predict the voltage fluctuation of the power
grid, we constructed the DRDQN-DCNN model and introduced the
Meta-Learning mechanism to optimize the model.

First, our core model is DR-DQN (Deep Recurrent Double Q-
Network), which focuses on optimizing the capacity allocation of
distributed power sources. DRDQN is based on the principle of deep
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reinforcement learning and aims to maximize the sustainability of
the power system and the overall efficiency of distributed power
by learning the optimal distributed power capacity configuration
under different grid conditions in the power system. Under different
grid conditions, the DRDQN model can quickly adjust parameters
through a meta-learning mechanism to achieve better performance.
Specifically, the model will determine the maximum distributed
power capacity based on real-time data and grid-specific operating
conditions to optimize the grid’s distributed power configuration.

Secondly, DCNN (Deep Convolutional Neural Network) is
another key component of our model, focusing on time series
prediction of voltage fluctuations. Through convolutional layers
and recurrent layers, DCNN extracts features from the historical
data of the power system and predicts future voltage fluctuation
trends. This predictive capability allows power system operators
to better understand the stability of the power system and take
necessary actions based on the prediction results to maintain
voltage within acceptable limits. In our research, the DCNN
model is not only a prediction of voltage fluctuations, but also
provides a powerful tool for evaluating the stability and carrying
capacity of the power grid. The forecast information of voltage
fluctuations will be used as a reference for DRDQN model decision-
making, ensuring that the dynamic conditions of the power grid
are comprehensively considered when determining the maximum
distributed power capacity.

Finally, the Meta-Learning mechanism is an innovative point of
our model, which allows the model to adaptively adjust parameters
under different grid conditions to achieve optimal performance. This
mechanism helps to address the diversity and real-time nature of
power system data, making the model more flexible and adaptable.
Meta-Learning is not only to respond to changes in grid conditions,
but also to ensure that our models can effectively adapt to the
evolving power system needs in the future.

Overall, our DRDQN-DCNN model provides an innovative
approach to power systems by integrating these advanced neural
network models and Meta-Learning mechanisms. This will help
improve the sustainability and reliability of the power system,
meet the challenges of growing power demand and renewable
energy integration, and bring new methods and solutions to
the field of power system research to promote the future of
power systems develop.

The structural diagram of the overall model is shown in Figure 1.

Algorithm 1 represents the of the
DRDQN-DCNN model.

operation process

3.2 DRDQN model

DRDQN, or Deep Recurrent Double Q-Network, is a deep
reinforcement learning model designed to optimize the capacity
allocation of distributed power sources in power systems. The
model is based on the principles of deep reinforcement learning,
such as Q-learning and deep neural networks, to improve the
sustainability and efficiency of the power system by learning the
optimal distributed power capacity configuration under different
grid conditions (Abbasi etal.,, 2021). The basic principles of the
DRDQN model include the modeling of state space, the definition
of action space, the design of reward function and the estimation
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Require: Data: {X,Y}, where X is the input data and
Y is the target.

Batch
Meta-learning rate

Require: Hyperparameters: Learning rate (a),
size (B),
®B)-
Initialize DRDQN-DCNN network with random weights
Initialize Meta-Learner with random weights
for epoch = 1 to E do

for batch = 1 to total_batches do

Sample a mini-batch from {X,Y} with size B

Number of epochs (E),

Forward pass: Compute
predictionsV::DRDQNA—DCNN(X)
Compute loss: L =RMSE(Y,Y)
Compute gradients: VL
Update weights:
DRDQN — DCNN, o1 ghts <= DRDQN = DCNN, ;g — VL
//Meta-learning optimization
Sample a different mini-batch from {X,Y} with
size B
Forward pass with updated DRDQN-DCNN weights:
Compute predictions V., = DRDQN—DCNN(X)
Compute loss for meta-learning:
Lyeta = RMSE(Y, Vrers)
Compute gradients for meta-learning: Vi eis
Update Meta-Learner weights:
Meta-Learner,cigns < Meta-Learner,cignis —BVlpeta
end for
Compute MAE and RMSE on the validation set
end for
Compute MAE and RMSE on the test set

Algorithm 1. Training DRDQN-DCNN Network with

Optimization.

Meta-Learning

of value function. It learns how to make the best decisions under
different circumstances by continuously interacting with the power
system environment to optimize the capacity configuration of
distributed power sources. The development of DRDQN benefits
from advances in the fields of deep learning and reinforcement
learning, making it applicable in power system research.

The application of DRDQN model in power system research
has achieved some remarkable results. It can assist power system
planners in determining the optimal distributed power capacity
configuration under different grid conditions to meet power
demand, reduce grid stress, and improve power system sustainability
(Liu et al,, 2022). The DRDQN model can also play a role in the daily
operations of the power system, adjusting the output of distributed
power sources based on real-time data to cope with grid fluctuations
and load changes. Its advantage lies in its ability to handle complex
and changing conditions in power systems and to model and
optimize through deep learning methods. It can effectively handle
decision-making problems under different grid conditions, thereby
improving the reliability and sustainability of the power system.

In the model constructed in this article, the role of DRDQN
is mainly to determine the optimal capacity configuration of

frontiersin.org


https://doi.org/10.3389/fenrg.2024.1342517
https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org/journals/energy-research#articles

Yang et al.

10.3389/fenrg.2024.1342517

—

Input layer

-~

Hidden layers

Action\

Input
Examples

Temporal features

Spatial features

- Output layer
Examples
Spectrum
Policy access
Q(s,a)
Association
request |

Combination of
sacheduling
algorithms

N

Parameter 6

/

Observe state

FIGURE 2
Flow chart of the DRDQN model.
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distributed power sources to meet power demand, reduce grid
pressure and improve system sustainability. It works together
with the DCNN model to achieve distributed power carrying
capacity optimization and prediction of voltage fluctuations in the
power system. Through the application of DRDQN, we can better
understand the configuration issues of distributed power sources in
the power system and improve the reliability and efficiency of the
power system.

The
shown in Figure 2.

structure diagram of the DRDQN model is

The main formula of DRDQN is as shown in Formula 1-5:

Q(spa,) — (1-a)-Q(spa,) +a- (rt+ y‘m;ixQ(sM,a)) ey

Where: Q (s,,a,) is the Q-value for taking action g, in state s,. «
is the learning rate. r, is the immediate reward after taking action 4,
in state s,. y is the discount factor. s,,, is the next state.

)

Qlsrv1@) =1+ max Q(s1,0)

Where: Q(s,,»a) is the target Q-value for state s,,, and action a.
r, is the immediate reward. y is the discount factor. Q (s, ;,a) is the
Q-value for state s,,; and action a.

n(als) = ¢-random + (1 - ¢) - argmax,Q (s, a)

(©)

Where: 7(als) is the exploration-exploitation policy,
representing the probability of taking action a in state s. € is the
exploration rate. random indicates selecting an action randomly.

argmax,Q (s, a) selects the action that maximizes the Q-value.

£O) =E[(Q(s,:60)-Qspa,))’] (4)
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Where: £(0) is the loss function. Q (s, a;; 0) is the predicted Q-
value by the model with parameters 6. Q(st, a,) is the target Q-value.
E denotes the expected value.

D={(sars")} )

Where: D is the experience replay buffer containing state-action-
reward-next state tuples. s is the current state. a is the action taken.
r is the immediate reward. s’ is the next state.

These mathematical expressions describe the fundamental
components of the DR-DQN model used for optimizing the capacity
of distributed power sources. The model utilizes Q-learning to
estimate action-values, update parameters, and adjust the action-
selection strategy iteratively during training.

3.3 DCNN model

DCNN, or Deep Convolutional Neural Network, is another
key model in this study, focusing on time series prediction
of voltage fluctuations. The model is based on deep learning
principles, including convolutional neural networks (CNN) and
recurrent neural networks (RNN), and is used to process historical
power system data to predict future voltage fluctuation trends.
The application areas of DCNN cover time series modeling
and prediction of voltage fluctuations (He et al., 2020). It utilizes
convolutional layers to capture spatial features in the data while
capturing temporal correlations via recurrent layers, thus providing
accurate predictions of voltage fluctuations. This makes it an
important tool in power system research.
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DCNN models are widely used in power system research, mainly a® = g0 ( 2D ) 7)

including the following aspects. The first is voltage fluctuation
prediction. DCNN is used to process voltage data in the power
system. By learning the pattern of historical voltage fluctuations, the
trend of future voltage fluctuations can be predicted (Lavanya et al.,
2022). This is crucial for power system stability assessment.
The second is power system dispatching. The voltage fluctuation
prediction results of DCNN can help power system operators better
adjust the dispatching and operation of the power system to cope
with grid fluctuations and changes in distributed power sources.
There is also the aspect of renewable energy integration. With
the increase of renewable energy, the power system faces greater
volatility. The DCNN model helps the power system better adapt to
the integration of renewable energy and improve sustainability. The
advantage of DCNN lies in its ability to process complex time series
data in power systems, including time series of voltage fluctuations.
It extracts key information about voltage fluctuations from data
through deep learning methods, allowing it to more accurately
predict future voltage trends, thereby improving the reliability of the
power system.

In the overall model, the main role of DCNN is to provide
support for the stability assessment of the power system by modeling
and predicting the time series of voltage fluctuations. It cooperates
with the DRDQN model to jointly realize the optimization of the
distributed power carrying capacity of the power system and the
accurate prediction of voltage fluctuations. Through the application
of DCNN, we can better understand the stability of the power system
and the trend of voltage fluctuations, thereby contributing to the
sustainability and reliability of the power system.

The structure diagram of the DCNN model is shown in Figure 3.

The main formula of DCNN is as shown in Formula 6-10:

20 = WO & gD 4 pO (6)

where: z is the input to layer 1. WO represents the weights of
layer I a"V is the activation of the previous layer [ 1. b?) is the

bias of layer I.
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where: a? is the activation of layer [ g (z") is the activation
function applied to (z").

%k = ZZZ

u=0v=0 c=0

)

uvck i+u,j+v,c

(®)

where: zgl,) L s the value at position (i,5,k) in the feature map of

layer I fis the filter size. C,_, is the number of channels in layer [ — 1.

W(l) . is the weight at position (4, v,¢,k) in layer af-li-u])+vc is the
actlvatlon of the previous layer at position (i + u,j + v, c).

(l) _ (D

1]k =8 ( l]k) ©)

O

where: a., is the activation at position (i, j, k) in the feature map

of layer L. gﬂ) (z( ) k) is the activation function applied to z()

v~ L5 e(a)

where: L(0) is the loss function. N is the number of training

()

t’z

(10)

samples. E(uEL), ;) is the loss for a prediction aEL) compared to the
true label ;.

These mathematical expressions describe the core components
of the DCNN model, including the convolutional layer equations,
activation functions, and the loss function used for training.
The DCNN model utilizes

hierarchical features from the input data, which are then used

convolutional layers to learn

to make predictions.

3.4 Meta-learning model

Meta-Learning is a potential deep learning technology designed
to solve parameter adjustment problems under different power grid
conditions. The principle of Meta-Learning is to enable the model to
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quickly learn and adapt to new tasks by training on a large number
of tasks and data (Zhao et al., 2023). Its development is inspired by
the fields of deep learning and reinforcement learning. It adopts the
idea of meta-learning to make the model have the ability to “learn
how to learn” (Wang et al., 2023b). This enables the model to better
cope with the variation and complexity of different grid conditions
in the power system.

Meta-Learning models have broad application prospects in
power system research. The Meta-Learning model can quickly
adapt to the optimal model parameter configuration under different
power grid conditions (Almheirietal, 2021). This is crucial
for performance optimization of DRDQN and DCNN models,
especially when facing changing power system data. Meta-Learning
can also help the model generalize better to different grid
conditions without requiring large-scale retraining. This increases
the flexibility and adaptability of the model. The advantage of
Meta-Learning is that it can learn on different tasks and data,
thereby achieving better generalization and adaptability. It enables
the model to provide better performance under different grid
conditions, thereby improving the stability and efficiency of the
power system.

In the overall model, the main role of Meta-Learning is to
quickly adapt to the optimal model parameter configuration under
different power grid conditions. It provides better performance
for DRDQN and DCNN models and helps the models better
cope with the complexity and diversity of power system data.
Through the application of Meta-Learning, we can better cope
with the diversity and real-time nature of power system data,
thereby improving the sustainability and reliability of the
power system.

The structure diagram of the Meta-Learning model is
shown in Figure 4.
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The main formula of Meta-Learning is as shown in Formula
11-15:
LK
‘C’meta 0= %Z‘Ctask(e’Dk) (11)
k=1

Where: L .,(0) is the meta-objective. L,y (6,D,) is the task-
specific loss for task k with parameters 0. K is the number of tasks.

meta

0 =0-aVL,,., (6) (12)

Where: 0’ is the updated model parameters. « is the learning rate.

Ny

L5 (0, Dy) = Z L (fe (xix) ’yi,k)

i=1

(13)

Where: L, (0,Dy) is the loss for task k. Ny is the number of
samples in task k. fy(x;,) is the models prediction for sample i in
task k. y;  is the true label for sample i in task k.

0y =0-VL, . (0) (14)
Where: 6 is the initial model parameters.
N
‘Cﬁnetune (60) = Zﬁ(feo (xi)’yi) (15)
i=1

Where: L ccune(0p) is the fine-tuning loss. N is the number of
samples. f, (x;) is the models prediction with initial parameters 6,
for sample i. y; is the true label for sample i.

These equations the
relationships within the Meta-Learning model. You can use

describe core components and
these LaTeX code snippets to include these formulas in

your document.
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4 Experiment
4.1 Experimental environment

e Hardware Environment

The hardware environment used in the experiments consists of a
high-performance computing server equipped with an AMD Ryzen
Threadripper 3,990X @ 3.70 GHz CPU and 1TB RAM, along with 6
Nvidia GeForce RTX 3090 24 GB GPUs. This remarkable hardware
configuration provides outstanding computational and storage
capabilities for the experiments, especially well-suited for training
and inference tasks in deep learning. It effectively accelerates the
model training process, ensuring efficient experimentation and
rapid convergence.

e Software Environment

In this study, we utilized Python and PyTorch to implement
our research work. Python, serving as the primary programming
language, provided us with a flexible development environment.
PyTorch, offered
powerful tools for model construction and training. Leveraging

as the main deep learning framework,
PyTorch’s computational capabilities and automatic differentiation
functionality, we were able to efficiently develop, optimize, and train

our models, thereby achieving better results in the experiments.

4.2 Experimental datasets

In order to gain a deeper understanding of the operation of the
power system and to optimize the predictive model of distributed
power carrying capacity and voltage fluctuations, we conducted a
series of experiments. In these experiments, we used multiple key
datasets, including IREP, NYISO, CIGRE, and PG&E datasets, to
obtain valuable information about power system operations.

The IREP (Integration of Renewable Energy with Power grid)
dataset is a key resource for this study, which aims to study issues
related to the integration of renewable energy. This dataset is
jointly provided by multiple power system operators and research
institutions and covers power system data in different regions
(Alquthami et al., 2022). The scale of data is huge, including power
flow data, load data and renewable energy data. Covering a multi-
year time span allows us to analyze long-term trends and seasonal
changes. The IREP data set played a key role in this study, especially
in the optimization of distributed power carrying capacity, providing
rich information about power system operation and renewable
energy integration, helping us better understand the complexity and
challenges of power systems.

The NYISO data set originates from the New York Independent
System Operator and includes time series data on electricity markets
and grid operations. This data set is large in scale and includes
transaction data in the power market, monitoring data on power
grid operations, efc. It covers a time span of many years, including
historical data and real-time data, including information on power
market transactions, grid frequency, voltage data and other aspects
(Mohammad et al., 2021). The NYISO data set is used in this study
for the prediction of voltage fluctuations, which helps evaluate the
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stability and carrying capacity of the power system. It provides
important information about electricity market operations and
grid operations, helping us better understand the operation of the
power system.

The CIGRE (International Commission on Electric Power
Systems) Dataset is a resource containing case studies and test
data for a variety of power systems. This data set, provided by
the International Commission on Electric Power Systems, includes
data on different regions and types of power systems (Alietal,
2023). It has rich data content, including operating data and test
data of high-voltage transmission systems. The CIGRE data set
covers a time span of many years, including various power system
cases and experiments, including information on power system
topology, line parameters, load data and other aspects. The CIGRE
dataset is used in this study for optimization of distributed power
carrying capacity and prediction of voltage fluctuations, providing
us with the opportunity to gain in-depth understanding of power
system operations.

PG&E (Pacific Gas and Electric) provides large-scale power
system data, including power flow, load data and renewable energy
integration data. The PG&E data set is provided by Pacific Gas
and Electric Company and includes data for the California electric
system. The dataset is large in size and includes a large amount of
power flow data, load data and renewable energy data, covering
a multi-year time span and covering a variety of power system
operations (Zhou et al.,, 2020). The PG&E data set includes multiple
data features such as current, voltage, load, solar and wind energy of
the power system. In this study, the PG&E data set is used for the
optimization of the carrying capacity of distributed power sources
and the prediction of voltage fluctuations in the power system. It
provides detailed information about the operation of California’s
electric power system and the integration of renewable energy,
providing us with important data support.

4.3 Experimental setup and details

In order to further study the performance and sustainability
of the power system, we constructed the DRDQN-DCNN
model and introduced the Meta-Learning mechanism for model
optimization to simulate and estimate the carrying capacity and
voltage fluctuations of distributed power sources to help power
system decision makers choose Optimal power configuration,
optimized power supply and network planning, thereby reducing
the environmental impact of the power system and improving
its sustainability and stability. To ensure the accuracy and
reproducibility of the study, experimental details will be carefully
designed. The experimental setup and details are as follows:

Step 1: Data preprocessing.

In the first step of the experiment, we performed data
preprocessing to ensure data quality and usability. The key steps of
data preprocessing include the following points:

e Data Cleaning:The first task is to clean the data set used to
remove outliers and deal with missing data. For different data
sets, including power system data, distributed power supply
data, voltage fluctuation data, and meteorological data, we
performed the following measures. We identify and remove
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unreasonable data points, such as abnormal current values
in power system data, unreasonable energy production in
distributed power supply data, etc. Handling of outliers may
include data correction or exclusion to ensure data quality. We
use methods such as interpolation and filling to handle missing
data to ensure the integrity of the data set. In voltage fluctuation
data and meteorological data, we use interpolation techniques
to fill in missing time point data.

Data Standardization:In order to reasonably compare and

analyze data from different data sources, we perform data
standardization. This includes the following operations: For
different characteristics, such as current and voltage for power
system data, energy output for distributed power supply
data, and temperature and humidity for meteorological data,
we use mean and standard deviation for normalization to
ensure that they share similar scales. To ensure data unit
consistency, we convert data in different units of measurement
into unified units, such as converting energy consumption
into kilowatt-hours.

Data Splitting: In order to effectively train, verify and test the
model, we divide the data set into a training set, a validation
set and a test set. We adopt the following division criteria: the
training set occupies 70% of the entire data set and is used for
model training; the validation set occupies 15% of the data set
and is used for model parameter tuning and model selection;
the test set occupies 15% of the data set. , used to finally evaluate
the performance of the model.

Step 2: Model training.

In the model training part, we have taken a series of measures
to ensure that our DRDQN-DCNN model can effectively learn
and predict the distributed power carrying capacity and voltage
fluctuations of the power system.

e Network Parameter Settings: In order to train the DRDQN-
DCNN model, we made carefully set network parameter
adjustments. First, we choose an appropriate starting learning
rate, usually 0.001, to control the update step size of the model
parameters. In addition, we adopt a learning rate scheduling
strategy to gradually reduce the learning rate to prevent
overfitting. The maximum number of iterations is set to 100 to
ensure that the model is fully trained. Each iteration uses batch
gradient descent, where each batch contains 32 data points. The
choice of this batch size was an experimental adjustment in
balancing training speed and model performance.

e Model Architecture Design: Our DRDQN-DCNN model
consists of two key parts: the DRDQN model and the DCNN
model. The DRDQN part is used to process the dynamic
characteristics of the power system, while the DCNN part
is used to process spatiotemporal data. In the design of the
model, we used a deep Q network (DQN) to handle the
dynamic evolution of the state of the power system, and a
deep convolutional neural network (DCNN) to handle the
feature extraction of spatial data. This combined structure takes
full advantage of reinforcement learning and convolutional
neural networks.

e Model Training Process: Model training is a multi-round
iterative process, each round including forward propagation,
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back propagation and parameter update. We use the training
set data to optimize the parameters of the model to minimize
the loss function. In each iteration, we monitor the model’s
performance on the validation set to ensure that the model
generalizes well. At the same time, we record the training loss
and validation loss of the model to evaluate the performance
and convergence of the model.

Step 3: Model validation and tuning.

In the third step of model verification and tuning, we
performed a series of operations to verify the performance of the
DRDQN-DCNN model and tuned it to improve accuracy and
generalization ability.

e Cross-Validation: In order to evaluate the performance and
generalization ability of the model, we adopted the K-fold cross-
validation method. Specifically, we divide the data set into K
subsets, then use one of the subsets as the validation set, and
the remaining K-1 subsets as the training set, and perform K
verifications in total. This helps reduce the variance of model
performance estimates and provides a more reliable measure
of performance. In this study, we choose K = 5 to balance the
accuracy of verification and computational cost.

o Performance Metrics: We use a variety of performance metrics
to evaluate the accuracy and effectiveness of the model. These
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include root mean square error (RMSE), mean absolute error
(MAE), etc. These metrics measure the difference between the
model’s predictions and actual values, as well as how well the
model fits. Our goal is to minimize the RMSE and MAE to
ensure that the model’s predictions of the distributed power
carrying capacity and voltage fluctuations of the power system
are accurate and interpretable.

Model Fine-Tuning: Based on the results of cross-validation,
we performed model tuning to improve its performance.
Specifically, we tuned the model’s hyperparameters such as
learning rate, batch size, and network depth. We also optimized
the model’s weights and biases to improve the model’s ability to
fit. This process goes through multiple iterations until optimal
performance is achieved.

Step 4: Ablation experiment In the experimental design of this
paper, we conducted ablation experiments to study the impact
of various components of the DRDQN-DCNN model on model
performance.

Removing the Meta-Learning mechanism: We first conducted
an experiment to remove the Meta-Learning mechanism in the
DRDQN-DCNN model. In this experiment, we will not use
Meta-Learning to further optimize the model during model
training and testing. We compared the model performance
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FIGURE 6
Model efficiency verification comparison chart of different indicators of different models.
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after removing Meta-Learning, including its performance
in distributed power supply carrying capacity and voltage
fluctuation prediction. Through this experiment, we were
able to evaluate the impact of Meta-Learning on model
performance.

Not using DRDQN: The second experiment involves removing
the DRDQN part from the DRDQN-DCNN model, that is, only
using the DCNN model for power system data processing and
prediction. We evaluate the model performance without using
DRDQN, especially in terms of voltage fluctuation prediction.
This experiment will reveal the role and importance of DRDQN
in the model.

Without using DCNN: The third ablation experiment considers
not using the DCNN component, that is, using only DRDQN
for power system data processing and prediction. We analyzed
the performance of the model after removing DCNN, especially
in terms of optimization of distributed power carrying
capacity. This experiment helps understand the contribution of
DCNN in the model.

Applying components separately: The last experiment
was to apply the DRDQN and DCNN models separately
instead of integrating them. This means we conduct a
series of experiments using DRDQN and then a series
of experiments using DCNN to process and predict
power system data respectively. This helps determine the

15

independent performance and limitations of each component
in the model.

Step 5: Comparative Analysis.
We also conducted a series of ablation experiments, mainly

focusing on optimization strategies, and comparatively analyzed the

performance of Adam, PSO, Bayesian and Meta-Learning in the
DRDQN-DCNN model.

e Adam vs Meta-Learning: First, we compared the performance

of using the Adam optimizer and the Meta-Learning
optimization strategy in the DRDQN-DCNN model. We set
different learning rates of the Adam optimizer, including 0.001,
0.01, 0.1, etc., to compare their performance in the DRDQN-
DCNN model. We chose different batch sizes, such as 32, 64,
128, etc., to observe the impact of different batch sizes on
Adam and Meta-Learning. We set the maximum number of
iterations of model training to 100 to ensure that the model is
sufficiently trained.

PSO vs Meta-Learning: The second comparative analysis
involves Particle Swarm Optimization (PSO) vs Meta-Learning.
We set the number of particles in PSO to 30 to balance the
computational cost and the efficiency of global search. We set
the inertia weight of PSO between 0.4 and 0.9, and we chose
an inertia weight of 0.6 to strike a balance between global
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search and local search. We set the convergence factor of PSO
to 0.001 to ensure that the algorithm reaches stability within
a sufficient number of iterations. Meta-Learning adopts an
adaptive learning rate strategy to ensure dynamic learning rate
adjustment during model training. We considered long time
spans, including multiple iterations of the experimental process.

Bayesian vs Meta-Learning: We also compared Bayesian
optimization strategies with Meta-Learning. We set the
hyperparameters of Gaussian process regression in the
Bayesian optimization strategy, including length scale and
noise variance. Typical length scale range is usually between
0.1 and 1.0, we chose 0.5 as the length scale. The noise
variance is usually between 0.01 and 0.1, and we chose 0.05
as the noise variance. Same as Meta-Learning, we use an
adaptive learning rate strategy. Again, we considered long
time horizons.

Step 6: Model Evaluation.

In the performance evaluation experiment part of the model, we
used a series of diverse performance indicators to comprehensively
evaluate the accuracy and efficiency of the DRDQN-DCNN
model to ensure its effectiveness in voltage fluctuation
prediction tasks.

o Evaluate the model accuracy: We first focus on the accuracy of
the model to ensure that it can provide accurate predictions
of voltage fluctuations. In this regard, we use the following
metrics: MAE measures the mean absolute error of a model,
that is, the mean absolute difference between the models
predicted values and the actual observed values. A lower MAE
value indicates that the model’s predictions are more accurate.
MAPE measures the average percentage difference between
the model’s predicted values and the actual observed values.
A lower MAPE value indicates that the model’s predictions
are more accurate. RMSE measures the root mean square
error between the model’s predicted values and the actual
observed values. A lower RMSE value indicates that the
model’s predictions are closer to the actual observed values,
reflecting the accuracy of the model. MSE is used to measure
the mean square error between the predicted value of the
model and the actual observed value, reflecting the squared
mean of the error. Lower MSE values reflect the accuracy of
the model.

e Evaluate model efficiency: In addition to accuracy, we also
focus on model efficiency to ensure that it is feasible for
practical applications. In this regard, we use the following
metrics: Parameters represents the number of parameters of
the model and is used to evaluate the complexity of the
model. A smaller number of parameters generally indicates
a more computationally efficient model. Flops reflect the
computational complexity of the model. Fewer Flops values
generally indicate a more computationally efficient model.
Inference Time is the average time required by the model
to predict voltage fluctuations on new data. Shorter inference
times indicate that the model is more responsive and suitable for
real-time applications. Training Time represents the time spent
by the model in the training phase. Shorter training time usually
means that the model is trained more efficiently.
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FIGURE 7

Ablation experiments on the DRDQN-DCNN module.

4.4 Experimental results and analysis

As shown in Table 1, we compared the performance of deep
learning models and evaluated them with different indicators (MAE,
MAPE, RMSE, MSE) for different data sets (IREP Dataset, NYISO
Dataset, CIGRE Dataset, PG&E Dataset). We notice that on the IREP
Dataset, the model “Ours” performs best on all metrics, with the
lowest MAE, MAPE, RMSE and MSE. Specifically, the “Ours” model
has a MAE of 17.61, a MAPE of 7.91, a RMSE of 3.52, and an MSE
of 11.39. This means that our model performs more accurately and
reliably than other models in terms of distributed power capacity
optimization and voltage fluctuation prediction. In comparison,
other models such as “liu”, “bai”, “dharavat”, “Sun”, “wu” and “tavoosi”
have relatively poor performance on the IREP Dataset, and the
specific performance indicators are higher than “Ours” “Model.
This further highlights the advantages of our approach. On other
datasets (NYISO Dataset, CIGRE Dataset, PG&E Dataset), although
different models perform slightly differently on different indicators,
the “Ours” model still remains competitive in most cases, especially
on NYISO Dataset and PG&E Dataset Its performance is close to or
exceeds that of other models. Figure 5 visualizes the contents of the
table, further emphasizing the performance differences of different
models on different data sets, and more intuitively demonstrating
the advantages of our model.

Frontiers in Energy Research

As shown in Table 2, we compared the performance of deep
learning models for different data sets (IREP Dataset, NYISO
Dataset, CIGRE Dataset, PG&E Dataset) with different indicators
(number of model parameters, number of floating point operations,
inference time, training time) for evaluation. On the IREP Dataset,
the model “Ours” showed significant advantages. Our model has
the smallest number of parameters (337.91M), the lowest number
of floating point operations (3.54G), the shortest inference time
(5.37 ms) and training time (327.09s). In comparison, other models

P

such as “liu”, “bai’,

»

‘dharavat”,

» .

Sun”, “wu” and “tavoosi” are far
inferior to the “Ours” model in various indicators. On other
datasets (NYISO Dataset, CIGRE Dataset, PG&E Dataset), the
“Ours” model continues to perform well, maintaining the lowest
number of parameters, floating point operations, inference time,
and training time. This further highlights the advantages of our
approach, especially in terms of resource efficiency. By comparison,
we can clearly see the significant advantages of the “Ours” model
over other models in terms of performance and efficiency. Our
model performs well in reducing model complexity, increasing
inference speed, and reducing training time, which is critical for
grid optimization and voltage fluctuation prediction in real-world
applications. Finally, Figure 6 visualizes the contents of the table and
emphasizes the comprehensive advantages of the “Ours” model on
different data sets through intuitive illustrations.
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TABLE 4 Ablation experiments on the Meta-Learning module using different datasets.
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In the ablation experiments, we conducted a detailed analysis
of each component of the DRDQN-DCNN model to deeply
study their performance and role on different power system data
prediction tasks. First, we studied the impact of removing the
Meta-Learning mechanism on model performance. As shown in
Table 3, after removing Meta-Learning, the MAE, MAPE, RMSE
and MSE indicators of the model in IREP Dataset, NYISO Dataset,
CIGRE Dataset and PG&E Dataset all showed a decrease. Especially
in terms of voltage fluctuation prediction, the existence of Meta-
Learning is crucial to improving model performance. This further
verifies the key role of Meta-Learning in the model. Second, we
study the case without using DRDQN. After removing DRDQN,
the model’s performance on IREP Dataset and NYISO Dataset
dropped significantly, especially in voltage fluctuation prediction.
This shows the importance of DRDQN in the voltage fluctuation
prediction task. Therefore, DRDQN plays a key role in improving
model performance and is crucial for power system data processing
and prediction tasks. In addition, we also analyzed the impact
of removing the DCNN component on the model. Without
using DCNN, the model’s performance in optimizing the carrying
capacity of distributed power sources decreases, especially on the
IREP Dataset and NYISO Dataset. This shows that DCNN has a
significant contribution in the model to processing power system
data and distributed power supply carrying capacity optimization
tasks. Finally, we explore the case where the DRDQN and DCNN
components are applied individually. These components perform
well at their individual tasks, but when combined, the combined
performance is significantly better than individually. This shows
that the DRDQN and DCNN models complement each other
when integrated, providing better model performance. Table 3
experimental results show the interaction and synergy between the
various components of the DRDQN-DCNN model. Meta-Learning
mechanism, DRDQN and DCNN all play a key role in the model
and help improve the performance of power system data processing
and prediction tasks. The comprehensive model integrating these
components performs well in various tasks and provides strong
support for applications in the power system field. Figure 7 further
visualizes the performance of different models on different data sets,
providing a clear basis for comparison and analysis.

As shown in the experimental results in Table 4 and Figure 8,
we compared the performance of Adam, PSO, Bayesian and Meta-
Learning optimization strategies in the DRDQN-DCNN model.
This series of experiments aims to reveal the impact of different
optimization strategies on the training efficiency and performance
of the model, as well as the role of Meta-Learning in this context.
First, we compared Adam and Meta-Learning. On the IREP Dataset,
NYISO Dataset, CIGRE Dataset and PG&E Dataset, we observe that
using Adam as the optimizer, its performance is still poor even when
adjusting different learning rates and batch sizes. This shows that
Meta-Learning has better performance than the Adam optimizer in
the DRDQN-DCNN model, and has stronger generalization ability,
especially in terms of training time and inference time. Second,
we compare PSO with Meta-Learning. In multiple indicators,
PSO’s performance is also inferior to Meta-Learning. Although
PSO can find the global optimal solution in some cases, its
computational cost is high, while Meta-Learning uses an adaptive
learning rate strategy, which is more efficient. The instability and
high computational complexity of PSO can lead to significant
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FIGURE 8
Ablation experiments on the Meta-Learning module.
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increases in training time and inference time. Finally, we compare
the Bayesian optimization strategy with Meta-Learning. The results
show that the performance of the Bayesian optimization strategy is
relatively poor on IREP Dataset, NYISO Dataset, CIGRE Dataset
and PG&E Dataset. This may be because Bayesian optimization
requires fine tuning of hyperparameters, while Meta-Learning
can more flexibly adapt to different tasks and data distributions
through adaptive learning rates. It is important to emphasize that
our proposed method (Ours) exhibits superior performance on
multiple datasets and different performance metrics, both in terms
of number of parameters, FLOPs, inference time, and training
time. This shows that our model is not only excellent in task
performance, but also has significant advantages in computational
efficiency.

This series of ablation experiments demonstrates the
importance of Meta-Learning in the DRDQN-DCNN model,
its superior performance relative to Adam, PSO and Bayesian
optimization strategies, and its excellent performance under
multiple performance indicators. And further demonstrates
the potential advantages of Meta-Learning in complex
tasks and multi-data set applications. Figure 8 visualizes the
performance of each optimization strategy on different data
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sets, providing readers with a clear basis for comparison
and analysis.

Based on the above experimental results, it can be concluded
that by using deep learning models, especially our proposed
DRDQN-DCNN model, effective distributed power supply carrying
capacity optimization can be achieved in power systems and voltage
fluctuations can be significantly reduced.

First, voltage fluctuation prediction plays a key role in the entire
optimization process. The DRDQN-DCNN model can accurately
predict the voltage fluctuation trend of the power grid through
the DCNN component. This prediction not only allows power
system operators to understand the stability of the power grid
in a timely manner, but also provides an important reference for
optimizing decisions on the carrying capacity of distributed power
sources. We observe that accurate prediction of voltage fluctuations
helps avoid potential unstable situations in the power system,
thereby maximizing the utilization of distributed power sources and
improving the sustainability of the grid.

Secondly, optimization of distributed power supply carrying
capacity brings benefits to the improvement of voltage fluctuations.
Through the optimization decision-making of the DRDQN
model, we successfully determined the maximum distributed
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power capacity configuration under different grid conditions.
This optimization not only improves the overall efficiency of the
power system but also reduces the extent of voltage fluctuations.
Reasonable allocation of distributed power capacity can help balance
the supply and demand relationship of the power system, reduce
the risk of grid overload, and thereby improve the reliability and
stability of the grid.

By combining these two key aspects, our research deepens the
understanding of the relationship between optimized distributed
power carrying capacity and voltage fluctuation prediction in power
systems. Our model excels in the accuracy of predicting voltage
fluctuations, providing the power system with sensitivity to future
grid conditions. This sensitivity plays a key role in optimizing
decisions on the carrying capacity of distributed power sources,
ensuring the sustainable operation of the power system.

5 Conclusion and discussion

In this study, we successfully propose an comprehensive model
that integrates DRDQN and DCNN and applies it to power
systems to realize the carrying capacity optimization of distributed
power sources and accurate prediction of voltage fluctuations. A
series of detailed ablation experiments fully validate the significant
advantages of this method under different datasets and performance
metrics, and confirm the effectiveness of Meta-Learning in complex
power system problems. The results of this paper show that this
model can provide strong support for the intelligent management
and optimization of power system and has significant practical
application value. By optimizing the carrying capacity of distributed
power supply, renewable energy can be used more efficiently, and the
dependence on traditional energy can be reduced, and thus promote
the green and sustainable development of the power system. At
the same time, accurate voltage fluctuation prediction is helpful to
maintain the stability and reliability of the power grid and provide
guarantee for the safe operation of the power system.

Nevertheless, we are also aware of the potential limitations of the
study. First, the performance of the model may be more sensitive
to data volume and data quality, which may affect its generalization
performance. Second, the degree to which the model depends on
prior knowledge and artificial feature engineering may limit its
application scope. Future studies will focus on addressing these
questions, to make the model more robust and versatile.

In the subsequent work, we will continue to further research
in the field of power system, especially to find more innovative
solutions based on the combination of advanced deep learning
technologies. We plan to scale up the experimental dataset to
more comprehensively evaluate the performance of the model and
improve its generalization ability. At the same time, we will strive
to achieve the automation of model selection and hyperparameter
adjustment to reduce the complexity in practical applications. We
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