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Introduction: In the context of energy resource scarcity and environmental
pressures, accurately forecasting energy consumption and optimizing financial
strategies in smart grids are crucial. The high dimensionality and dynamic nature
of the data present significant challenges, hindering accurate prediction and
strategy optimization.

Methods: This paper proposes a fusion algorithm for smart grid enterprise
decision-making and economic benefit analysis, aiming to enhance decision-
making accuracy and predictive capability. The method combines deep
reinforcement learning (DRL), long short-term memory (LSTM) networks, and
the Transformer algorithm. LSTM is utilized to process and analyze time series
data, capturing historical patterns of energy prices and usage. Subsequently,
DRL and the Transformer algorithm are employed to further analyze the data,
enabling the formulation and optimization of energy purchasing and usage
strategies.

Results: Experimental results demonstrate that the proposed approach
outperforms traditional methods in improving energy cost prediction accuracy
and optimizing financial strategies. Notably, on the EIA Dataset, the proposed
algorithm achieves a reduction of over 48.5% in FLOP, a decrease in inference
time by over 49.8%, and an improvement of 38.6% in MAPE.

Discussion: This research provides a new perspective and tool for energy
management in smart grids. It offers valuable insights for handling other
high-dimensional and dynamically changing data processing and decision
optimization problems. The significant improvements in prediction accuracy
and strategy optimization highlight the potential for widespread application in
the energy sector and beyond.

KEYWORDS

smart grids, energy cost forecasting, financial strategy optimization, DRL-LSTM,
transformer algorithm, energy utilization efficiency

1 Introduction

With the development of the power industry, power companies are facing increasingly
complex market environments and growing energy consumption demands. Accurately
predicting power demand and intelligent grid energy consumption has become crucial. It
assists power companies in demand forecasting and market planning, optimizing resource
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allocation and supply-demand matching, and thereby formulating
more reasonable power scheduling and market operation strategies
Zheng et al. (2023), Mohanty et al. (2022). However, energy
cost prediction and financial strategy optimization face several
challenges Chen et al. (2023). Firstly, the high dimensionality and
dynamics of the data increase the demand for computational
resources and time complexity, especially when dealing with
large-scale datasets. This limits the scalability and practical
applicability of the methods. Secondly, the generalizability of
existing methods to other datasets and real-world scenarios needs
further research. Additionally, the scalability of methods in more
complex and dynamic large-scale intelligent grid systems also
requires exploration Wang et al. (2023).

Accurate prediction of energy costs and optimized financial
decision-making are essential for enhancing energy utilization
efficiency and reaping economic benefits. The advancements in
deep learning and machine learning models have opened up
new possibilities for addressing these challenges Mohammadi et al.
(2022), Abou Houran et al. (2023), Bao et al. (2022). Here, we
present five commonly used models in the field of energy cost
forecasting and financial strategy optimization in smart grids,
namely, deep learning and machine learning models. We discuss
the advantages and disadvantages of each model and highlight the
motivation behind the proposed works.

• Generative Adversarial Network (GAN): The comprises a
generator and a discriminator that operate within an adversarial
training framework to generate realistic samples. GANs
have shown significant potential in various areas, including
image generation and data augmentation Yanmei et al. (2023),
Ruan et al. (2023). However, one of the challenges encountered
in GAN training is its inherent instability Hu et al. (2023).

• Support Vector Machine (SVM): SVM is a widely
used supervised learning algorithm for classification
and regression problems. It determines an optimal
hyperplane in a high-dimensional feature space to perform
classification Alquthami et al. (2022). SVM exhibits good
generalization ability and is effective in handling high-
dimensional data Tiwari et al. (2022).

• Random Forest: Random Forest is an ensemble learning
method comprised of multiple decision trees. Each
decision tree makes predictions by randomly selecting
and splitting features. Random Forest is suitable for
classification and regression tasks and offers robustness and
interpretability Priyadarshini et al. (2022).

• Reinforcement Learning (RL): RL is a learning method where
an agent learns optimal behavior policies through interactions
with the environment. The agent learns and optimizes through
trial-and-error and rewardmechanisms. In the context of smart
grids, RL can be utilized to optimize energy procurement and
usage strategies, aiming for cost minimization or performance
maximization Tiwari et al. (2022).

• Autoencoder (AE): AE is used to learn compact representations
of data by utilizing an encoder and a decoder for data
reconstruction. AE finds applications in data compression and
feature extraction, among others Takiddin et al. (2022), Said
and Alanazi (2023).

This study aims to explore methods and technologies that
can effectively address the challenges related to energy cost
forecasting and financial strategy optimization in the power
industry. Specifically, the study intends to propose a hybrid
method that combines algorithm optimization [DRL Huang et al.
(2022); Li et al. (2023), LSTM Chien et al. (2023); Amalou et al.
(2022) and Transformer algorithms Nazir et al. (2023); Liao and
Radhakrishnan (2022)], improved model structure, and integration
of domain knowledge. The ultimate goal is to enhance the accuracy,
efficiency, and stability of energy cost forecasting and financial
strategy optimization. By optimizing algorithms, refining the model
structure, and incorporating relevant domain knowledge, this study
aims to significantly improve the prediction accuracy and overall
performance of the proposed method. This will enable power
companies to more accurately predict power demand and smart
grid energy consumption, provide support for market planning and
resource management, and thus formulate more reasonable power
dispatching and market operation strategies. This will contribute to
the sustainable development of the power industry, improve energy
utilization efficiency, reducewaste and reduce carbon emissions.The
article makes three key contributions:

• Ensemble Algorithm: This study introduces a novel approach
that combines DRL, LSTM, and Transformer algorithm. DRL
is utilized to optimize financial strategies, while LSTM and
Transformer models are employed for accurate energy cost
forecasting.This integration enables improved decision-making
within the smart grid domain.

• Improvement in Decision Accuracy: Through the application
of the LSTM and Transformer algorithms fusion algorithm,
this paper enhances the accuracy of decision-making in
smart grid enterprises. The LSTM model aiding in accurate
predictions of future power demand. The generation of diverse
scenarios provides comprehensive information for decision-
making, enabling enterprises to better assess the impact of
decisions on economic benefits.

• Financial Strategy Optimization: This study proposes
employing DRL to optimize financial strategies within smart
grids. By training an agent to interact with the environment,
the DRL algorithm learns to make optimal decisions regarding
energy procurement, pricing, and financial transactions. This
optimization process leads to cost reductions and improved
financial performance in smart grid operations.

This study presents a comprehensive framework that combines
DRL, LSTM, and Transformer algorithms to address energy cost
forecasting and financial strategy optimization in smart grids. The
proposed approach has the potential to enhance the efficiency,
reliability, and sustainability of smart grid systems.

2 Related work

2.1 Reinforcement learning (RL)

RL is a machine learning method that enables agents to learn
optimal strategies by interactingwith their environment Fragkos et al.
(2022). In the context of the smart grid, it finds application in
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optimizing financial strategies, including energy procurement and
pricing decisions. The agent takes actions based on feedback from
the environment, known as reward signals, and iteratively enhances
its strategy through trial and error. This approach is extensively
employed indomains like energy costpredictionandfinancial strategy
optimization to improve decision-making and adapt to intricate
environmentsRouzbahani et al. (2023).RLhasemergedasapromising
technique in the fields of energy cost prediction and financial strategy
optimization. In these domains, RL is applied by formulating the
problems as sequential decision-making tasks. Specifically, in energy
cost prediction, RL agents interact with the environment, which
includes energy consumption data, weather information, and other
relevant factors. The agents learn to take actions such as adjusting
energy usage or switching to alternative energy sources in order
to optimize energy costs.

RL in energy cost prediction offers several advantages. Firstly,
RL models exhibit adaptability and flexibility. They can adapt to
variations in energy consumption patterns and external factors by
continuously learning and updating their strategies. Additionally,
RL allows for the incorporation of complex constraints and
objectives into the cost prediction process, such as environmental
sustainability or demand response requirements. Furthermore, RL
agents can consider long-term effects and plan for future energy cost
optimization by optimizing strategies based on time-accumulated
rewards. It receive rewards or penalties based on the accuracy
of their cost predictions and the differences from actual energy
costs. Through continuous learning from these rewards, the agents
improve their prediction and cost optimization strategies.

However, there are certain limitations associated with RL in
energy cost prediction. Firstly, RL models often demand significant
computational resources due to the iterative nature of the learning
process and the complexity of the environment and decision space.
This can pose computational challenges, particularly for large-scale
energy datasets. Secondly, RL models rely on large amounts of
historical data to learn effective cost prediction and optimization
strategies. The availability and quality of data may be limited in
certain cases, hindering the performance of RL models. Lastly,
RL models can be challenging to interpret, making it difficult to
explain the decision-making process and specific reasons behind
their predictions, which may be a concern in practical applications.

2.2 Random forest

Random Forest is an ensemble learning model that combines
multiple decision trees to make predictions. It is utilized for energy
cost forecasting and optimizing financial strategies. Random Forest
demonstrates excellent generalization ability, interpretability, and
resistance to overfitting. Moreover, it performs effectively when
handling large-scale data and high-dimensional features.Themodel
at hand employs the construction of multiple decision trees and the
aggregation of their predictive outcomes to facilitate forecasting and
decision-making Zhang et al. (2022), Durairaj et al. (2022).

Random Forest finds utility in energy cost prediction, specifically
in anticipating energy demand and associated expenses. By utilizing
historical energy data, weather information, and other pertinent
factors, the model trains numerous decision trees, each of which
predicts energy costs. The aggregation or averaging of predictions

fromthese treesyieldsmoreaccurateenergycost forecasts. Intherealm
of financial strategy optimization, Random Forest proves valuable in
optimizing investment portfolios and managing risk. Through the
use of historical financial data, market indicators, and other relevant
factors, the model trains multiple decision trees to predict portfolio
returns. The aggregation of predictions from these trees results in
enhanced portfolio forecasts and risk assessments.

TheprimaryadvantageofRandomForest lies in itsability todeliver
high prediction accuracy by amalgamating the predictions ofmultiple
decision trees. The model effectively processes extensive datasets and
intricate feature relationships, therebyenhancingoverall performance.
Furthermore, Random Forest exhibits robustness against overfitting.
By incorporating random sampling and feature selection during
decision tree construction, the model mitigates the risk of overfitting
and improves generalization capabilities.

However, Random Forest does possess certain limitations.
Firstly, it exhibits limited interpretability, rendering the explanation
of its predictions challenging. Given that the model comprises
multiple independent decision trees, comprehending the overall
decision-making process becomes intricate. Secondly, RandomForest
necessitates considerable computational resources during both the
construction and prediction phases. The construction of multiple
decisiontreesandthesubsequentaggregationofpredictionscontribute
to heightened computational costs and time consumption.

2.3 Deep generative model

Deep Generative Model (DGM) is a class of models that
can learn the distribution of data generation, such as GAN and
Variational Autoencoders (VAEs). In the context of energy cost
forecasting and financial strategy optimization, Deep Generative
Models can be used to generate synthetic energy consumption
data or financial data. These synthetic datasets can be utilized to
simulate different market scenarios and optimize strategies. Such
as VAE and GAN, DGMs belong to a class of machine learning
models that can learn the latent distribution of data and generate
new samples similar to the training data. DGMs can generate
synthetic samples that closely resemble real energy consumption
data, enabling the exploration of diverse scenarios and hypothesis
analysis Dumas et al. (2022), Langevin et al. (2023). DGMs have
become powerful tools in the fields of energy cost prediction and
financial strategy optimization. In this section, we will provide
a detailed overview of the specific applications, advantages, and
limitations of DGMs in these domains.

The advantages of employing deep generative models in
energy cost prediction lie in their ability to model complex
temporal and spatial dependencies within energy consumption
data, thereby enhancing the accuracy of predictions. DGMs can
generate synthetic samples that can be used to explore the impact
of different scenarios on energy costs. Additionally, they can assist
in anomaly detection by identifying irregular energy consumption
patterns, thereby promoting effective energy management and cost
reduction. However, DGMs face certain limitations in energy cost
prediction. They are sensitive to the quality and biases present in
the training data, which can influence the generated scenarios and
subsequent investment strategies. Furthermore, DGMs are often
considered black-box models, making it challenging to explain the
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FIGURE 1
The overall framework diagram of the proposed model.

FIGURE 2
The schematic diagram of the principle of Deep Reinforcement Learning.

underlying reasons and decision-making processes behind their
predictions.

Deep generative models offer promising capabilities in energy
cost prediction and financial strategy optimization. Nonetheless,
broader adoption of these models necessitates addressing several
challenges. These challenges encompass improving interpretability,
handling data constraints, reducing computational complexity,
and enhancing the ability to estimate uncertainty. Future research
directions could focus on developing hybrid models that combine
DGMs with other techniques, such as reinforcement learning,
to overcome these limitations. Additionally, making DGMs
more accessible to practitioners in the energy and finance

domains can be achieved through user-friendly interfaces
and toolkits.

3 Methodology

3.1 Overview of our network

This paper proposes a method that integrates DRL,
LSTM and Transformer models to predict energy cost and
optimize financial strategies for smart grids. The original
contribution of this method is that it combines the advantages
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FIGURE 3
The schematic diagram of the principle of LSTM.

FIGURE 4
The schematic diagram of the principle of Transformer.

of these technologies to improve the accuracy of energy cost
forecasting and the ability to optimize financial strategies.
This method innovatively uses the DRL method to deal with
uncertainty and dynamic changes in smart grids, and learns
the best decision-making strategy through interaction with
the environment. The method first uses LSTM to process
time series data to capture historical patterns of energy
prices and usage. Then, DRL and Transformer algorithms are
used to further analyze the data to formulate and optimize
energy procurement and usage strategies. Experimental results
show that this method is superior to traditional methods in
improving the accuracy of energy consumption forecasting and
optimizing financial strategies. Figure 1 represents the overall

framework diagram of the proposed model. The method operates
as follows:

• LSTM is employed for processing time series data.
LSTM networks effectively learn long-term dependencies,
enabling a better understanding and prediction of energy
consumption trends by capturing historical patterns of energy
prices and usage.

• DRL is employed to optimize financial decision-making.
By integrating LSTM into the DRL framework, the
model is trained to learn the best energy procurement
and usage strategies through interactions with the
environment, maximizing economic benefits.
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TABLE 1 Description of the selected datasets.

Dataset Description Coverage Advantages

EIA Maintained by the U.S. Energy
Information Administration, this
dataset contains comprehensive data on
energy production, consumption,
prices, and related variables. It covers
various energy sources, geographical
levels, and historical periods

Primarily focuses on the energy
situation in the United States, with
limited data available for other
countries or regions

Provides long-term historical data for
trend analysis and supports various
energy research and analysis

OPSD Provides open access to electricity
system data, including power
generation, demand, and grid
infrastructure information from
multiple countries. It aims to enhance
transparency and promote sustainable
development in the power system

Coverage and available data may vary
depending on the country or region

Enables cross-national and comparable
analysis of power system operations,
renewable energy integration, and
electricity market analysis

GEO The GEO dataset offers comprehensive
collection of global energy-related data,
including information on energy
production, consumption, and
infrastructure. It covers various energy
sources and provides global-scale data

Data quality and update frequency may
vary depending on the country or
region

Supports cross-national comparisons
and analysis of the global energy
landscape, aiding energy modeling,
policy analysis, and decision-making

NREL Maintained by the U.S. National
Renewable Energy Laboratory, the
NREL dataset provides extensive data
on renewable energy resources such as
solar, wind, geothermal, and biomass
energy. It includes resource
assessments, techno-economic data,
and renewable energy technology
performance characteristics

Primarily focuses on the renewable
energy situation in the United States,
with limited data available for other
countries or regions

Offers detailed data specific to
renewable energy resources, supporting
research, development, and planning of
renewable energy projects

• The Transformer algorithm is utilized to enhance the capturing
of global information. The Transformer algorithm analyzes
the data, leveraging its attention mechanism to handle
high-dimensional and dynamic data, thereby enhancing the
model’s ability to model complex relationships within the
time series.

The experimental process includes the following steps:

1. LSTM feature extraction andmodeling:The preprocessed data
is fed into the LSTM network, allowing for feature extraction
and modeling. As a type of RNN, LSTM captures long-term
dependencies within sequential data. It analyzes historical
patterns of energy prices and usage, extracting relevant features
and modeling energy consumption trends.

2. DRL training: To optimize decision-making based on
historical data, a DRL framework is employed. By integrating
the LSTM network into the DRL framework, the model
is trained using RL techniques. The DRL agent receives
observations from the LSTM network and takes actions in the
form of energy procurement and usage decisions. The agent
is trained to maximize long-term returns, such as minimizing
energy costs.

3. Further analysis using the Transformer algorithm: After LSTM
feature extraction and DRL training, the data undergoes
further analysis utilizing the Transformer algorithm. The
Transformer algorithm leverages self-attention mechanisms
to capture long-range dependencies and identify important

temporal patterns within the data. This step improves the
accuracy of energy consumption modeling and prediction.

4. Model integration and energy consumption prediction:
The LSTM network, DRL, and Transformer algorithm are
integrated into a comprehensive model, which is further
optimized.Themodel is trained and evaluated using real-world
smart grid data, comparing its performance with traditional
methods. The model provides accurate energy consumption
predictions and optimizes financial strategies, which can be
utilized for energy procurement decisions, load balancing, and
overall financial planning within the smart grid.

By employing this integrated approach, the proposed method
aims to improve the accuracy of energy consumption prediction
and enable effective financial decision-making within smart
grids, surpassing the performance of traditional methods. The
original contribution of this paper is to combine DRL, LSTM
and Transformer models to provide a comprehensive approach
to energy cost forecasting and financial strategy optimization
for smart grids. This comprehensive approach can better handle
the complexity and dynamic characteristics of smart grid data,
improve prediction accuracy and optimization capabilities.
The introduction of the DRL method enables the system to
adaptively learn and optimize strategies, adapt to uncertainty
and changes, and has strong real-time and robustness. By
evaluating using real data sets in experiments, the proposed
method has achieved significant performance improvements
in energy cost forecasting and financial strategy optimization,
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TABLE 2 Model accuracy comparison with Ghasempour and Martínez-Ramón (2023), Zhao et al. (2022), Ebrahimi and Abedini (2022), Mazhar et al.
(2023), Nazir et al. (2023), Kumar et al. (2023) in the case of EIA dataset Harris and Diehl (2017) and OPSD dataset Zhang et al. (2023).

Model Datasets

EIA dataset Harris and Diehl (2017) OPSD dataset Zhang et al. (2023)

Accuracy Recall F1 sorce AUC Accuracy Recall F1 sorce AUC

Ghase et al.
Ghasempour
and Martínez-
Ramón (2023)

88.49 84.17 87.98 89.97 91.90 86.19 83.85 85.78

Zhao et al.
Zhao et al.
(2022)

89.05 89.66 86.29 86.84 88.82 88.03 86.37 90.12

Ebrahimi et al.
Ebrahimi and
Abedini (2022)

93.04 88.68 90.63 90.66 89.88 84.70 87.20 85.21

Mazhar et al.
Mazhar et al.

(2023)

92.46 91.27 86.99 92.20 89.96 85.25 84.48 84.77

Nazir et al.
Nazir et al.
(2023)

94.53 91.23 89.06 86.99 87.57 86.34 90.72 91.28

Kumar et al.
Kumar et al.

(2023)

89.26 83.89 85.89 92.24 91.65 85.71 88.74 88.98

Ours 96.53 94.34 92.87 94.22 95.88 92.55 94.11 95.92

providing new perspectives and tools to deal with smart grid energy
management issues.

3.2 Deep reinforcement learning (DRL)

DRL is a powerful framework that combines deep learning and
reinforcement learning to autonomously solve complex decision-
making problems. It has gained significant attention in various
fields, including robotics, game playing, and now, optimizing
energy consumption and financial decision-making in smart
grids Huang et al. (2022), Li et al. (2023). In this method, DRL
plays a crucial role in optimizing financial strategies based on
historical data. Figure 2 represents the DRL.

The basic principle of DRL involves an agent interacting with an
environment to learn the optimal policy through trial and error.The
agent learns by receiving rewards or penalties from the environment
in response to its actions. The goal is to maximize cumulative
rewards over time. In this method, the DRLmodel is integrated with
the LSTM network, which acts as a deep neural network component
responsible for capturing historical patterns of energy prices and
usage.TheDRL agent receives observations from the LSTMnetwork
and takes actions in the form of energy procurement and usage
decisions.The agent’s actions influence subsequent observations and
rewards from the environment. During the training process, the
DRL agent explores different actions and evaluates their impact on
long-term rewards, such as minimizing energy costs or maximizing

financial gains. It learns to adjust its decision-making strategy based
on observed rewards and feedback from the environment.

This process is typically achieved through the use of value-
basedmethods, policy-basedmethods, or a combination of both. By
harnessing the advantages of DRL in this method, it enables end-
to-end learning and optimization of the decision-making process.
The model learns from data, captures complex relationships, and
adjusts its strategy based on observed rewards. This ability to learn
from experience and optimize decision-making based on historical
data contributes to improving the accuracy of energy consumption
prediction and financial decision-making in the smart grid context.
The formula of DRL is shown as Equation (1):

Q (s,a) = (1− α) ⋅ Q (s,a) + α ⋅ [r + γ ⋅max
a

Q(s′,a)] (1)

where,Q(s,a)Represents the value function (Q-function) for a state-
action pair (s,a), which estimates the expected return when taking
action a in state s. s Represents the current state. a Represents
the action taken by the agent. α Represents the learning rate,
controlling the extent of updates to the value function based on
new observations. r: Represents the immediate reward obtained by
the agent from the environment. γ Represents the discount factor,
determining the weight given to future rewards. s′ Represents the
new state observed after taking action a. This equation illustrates
the Q-learning method commonly used in reinforcement learning.
Through interactions with the environment, the agent updates
its value function Q(s,a) based on the current state and action,
incorporating the immediate reward r and the estimated value of the
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FIGURE 5
Model accuracy comparison with Ghasempour and Martínez-Ramón (2023), Zhao et al. (2022), Ebrahimi and Abedini (2022), Mazhar et al. (2023),
Nazir et al. (2023), Kumar et al. (2023) in the case of EIA dataset Harris and Diehl (2017), OPSD dataset Zhang et al. (2023), GEO dataset Ransome
(2018), NREL dataset Larsen and Drews (2019).

optimal action in the next state s′. By iteratively updating the value
function, the DRL model learns the optimal policy.

The DRL model serves as the core component for optimizing
financial decision-making in this method. It interacts with the
environment, receives observations from the LSTM network, and
learns to make energy procurement and usage decisions that
maximize long-term economic benefits.

3.3 Long short term memory (LSTM)

A variant of recurrent neural networks (RNNs) specifically
designed for handling sequential data, such as time series or
natural language texts. It is widely employed for capturing temporal
dependencies in historical data. By introducing gate mechanisms,
LSTM effectively addresses the vanishing gradient problem
encountered in traditional RNNs, thereby enabling the efficient
processing of long sequences Jahangir et al. (2020), Tajalli et al.
(2021). Each LSTM unit comprises three fundamental components:
the input gate, forget gate, and output gate. The formula of LSTM is
as follows:

At each time step, the LSTM unit takes the current input and the
previous hidden state as inputs, and controls the flow of information
using gate mechanisms. The input gate determines the relevant
portions of the current input to be incorporated in the computation
at the current time step, the forget gate determines the information
from the previous hidden state that needs to be disregarded, and the
output gate determines the information in the current hidden state
to be passed on to the subsequent layer.

In the context of this methodology, the LSTM model plays a
crucial role in capturing the temporal relationships within historical
data, particularly when applied to the prediction of energy prices
and consumption patterns. By leveraging its ability to retain past
information and process the current input, the LSTM model
provides the DRL agent with a feature representation that exhibits
temporal awareness. This temporal awareness empowers the DRL
agent to make superior predictions regarding future energy prices
and consumption patterns, thereby facilitating improved decision-
making. The formula of LSTM is shown as Equations (2-7):

ft = σ(W f ⋅ [ht−1,xt] + b f) (2)

it = σ(Wi ⋅ [ht−1,xt] + bi) (3)

ot = σ(Wo ⋅ [ht−1,xt] + bo) (4)

C̃t = tanh(Wc ⋅ [ht−1,xt] + bc) (5)

Ct = ft ⊙ Ct−1 + it ⊙ C̃t (6)

ht = ot ⊙ tanh(Ct) (7)

where, xt represents the input at time step t. ht is the hidden state
at time step t. Ct denotes the cell state at time step t. ft, it, and ot
are the forget gate, input gate, and output gate activations at time
step t, respectively. C̃t is the candidate cell state at time step t. σ is
the sigmoid activation function. W f , Wi, Wo, and Wc are weight
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TABLE 3 Model accuracy comparison with Ghasempour and Martínez-Ramón (2023), Zhao et al. (2022), Ebrahimi and Abedini (2022), Mazhar et al.
(2023), Nazir et al. (2023), Kumar et al. (2023) in the case of ENREL dataset Ransome (2018) and GEO dataset Larsen and Drews (2019).

Model Datasets

NREL dataset Ransome (2018) GEO dataset Larsen and Drews (2019)

Accuracy Recall F1 sorce AUC Accuracy Recall F1 sorce AUC

Ghase et al.
Ghasempour
and Martínez-
Ramón (2023)

95.47 86.37 90.59 90.28 91.97 87.50 89.26 92.47

Zhao et al.
Zhao et al.
(2022)

89.85 91.66 88.90 91.87 89.76 84.41 87.70 84.71

Ebrahimi et al.
Ebrahimi and
Abedini (2022)

95.52 93.36 91.10 84.28 86.81 92.48 83.97 85.86

Mazhar et al.
Mazhar et al.

(2023)

95.63 86.19 88.12 88.66 93.43 91.60 88.25 85.63

Nazir et al.
Nazir et al.
(2023)

88.21 84.54 85.79 93.26 90.54 88.10 88.33 90.48

Kumar et al.
Kumar et al.

(2023)

89.23 86.80 89.16 89.10 91.62 92.24 90.50 84.13

Ours 97.83 95.42 93.79 93.61 95.48 93.47 91.84 95.86

matrices corresponding to the forget gate, input gate, output gate,
and candidate cell state, respectively. b f , bi, bo, and bc are bias vectors.

Within the overall framework of this approach, the LSTMmodel
functions as an integral part of the DRL agent, responsible for
handling the temporal dependencies present in historical data and
generating observations of the environment, which serve as inputs
for the DRL agent. Through its integration with the DRL model,
the LSTM model enriches the information available to the DRL
agent, enablingmore accurate learning and optimization of decision
strategies. By effectively processing the temporal dependencies
inherent in sequential data, the LSTM model enhances the DRL
agent’s ability to predict future energy prices and consumption
patterns, while providing more precise information during the
decision-making process. Figure 3 represents the LSTM.

3.4 Transformer algorithm

The Transformer algorithm is a sequence modeling approach
based on attentionmechanisms. It was initially proposed for machine
translation tasks but has since found wide-ranging applications in
various natural language processing tasks, including text generation,
question answering systems, and language understanding. The
primary objective of the Transformer algorithm is to address the
efficiency challenges encountered by traditional RNNs when dealing
with long-range dependencies, while also offering improved parallel
computingcapabilitiesAzad et al. (2019),Laayati et al. (2023),Guifeng
and Yu. (2021). Figure 4 represents the Transformer algorithm.

The fundamental principle underlying the Transformer model
is to establish interdependencies among different positions within a
sequence by employing self-attention mechanisms. This allows for
the capture of both semantic and structural information present
in the sequence. Unlike traditional RNN models, the Transformer
model does not rely on recurrent structures. Instead, it leverages
multiple layers of self-attention and feed-forward neural network
layers to process input sequences. Within the Transformer model,
the input sequence is initially mapped to high-dimensional vector
representations through an embedding layer. Subsequently, multiple
encoderanddecoder layersare introduced.Eachencoder layerconsists
of two sub-layers: a self-attention layer and a feed-forward neural
network layer. The self-attention layer is responsible for computing
representations for each position within the input sequence, enabling
it to consider relevant information from other positions. On the other
hand, the feed-forward neural network layer facilitates non-linear
transformations of the representations at each position. The decoder
layer also comprises these two sub-layers and introduces an additional
self-attention layer that further enhances the interrelationship and
generation of outputs based on the encoder layer’s outputs.

In the self-attention layer, point-wise dot products are computed
between the input vectors at each position and all other input vectors
at different positions, resulting in attention weight vectors. These
weight vectors signify the degree of attention assigned by the current
position to other positions and are subsequently used to perform a
weighted sum, resulting in the representation for the current position.
This adaptive learning mechanism enables the model to effectively
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TABLE 4 Model efficiency comparison with Ghasempour and Martínez-Ramón (2023), Zhao et al. (2022), Ebrahimi and Abedini (2022), Mazhar et al.
(2023), Nazir et al. (2023), Kumar et al. (2023) in the case of EIA dataset Harris and Diehl (2017) and OPSD dataset Zhang et al. (2023).

Model Datasets

EIA dataset Harris and Diehl (2017) OPSD dataset Zhang et al. (2023)

Parameters
(M)

Flops (G) Inference
Time (ms)

Trainning
Time(s)

Parameters
(M)

Flops (G) Inference
Time (ms)

Trainning
Time(s)

Ghase et al.
Ghasempour
and Martínez-
Ramón (2023)

588.7958 6.3242 7.92252 568.1348 467.518 6.17408 7.59296 618.3815

Zhao et al.
Zhao et al.
(2022)

712.6573 9.167 10.54566 856.7692 675.7218 8.18752 11.136 850.6836

Ebrahimi et al.
Ebrahimi and
Abedini (2022)

410.4499 5.57436 6.98796 572.8845 654.3997 4.77664 11.1872 728.5342

Mazhar et al.
Mazhar et al.

(2023)

842.6936 9.64904 12.68028 794.658 670.3913 6.42048 9.42592 845.2305

Nazir et al.
Nazir et al.
(2023)

524.5041 5.28184 7.56675 458.8922 469.3993 4.4176 6.18496 448.9719

Kumar et al.
Kumar et al.

(2023)

363.23 4.12 5.31 365.36 313.56 3.52 5.12 363.54

Ours 332.12 3.56 4.25 323.14 303.23 3.12 4.56 325.67

FIGURE 6
Model efficiency comparison with Ghasempour and Martínez-Ramón (2023), Zhao et al. (2022), Ebrahimi and Abedini (2022), Mazhar et al. (2023),
Nazir et al. (2023), Kumar et al. (2023) in the case of EIA dataset Harris and Diehl (2017) and OPSD dataset Zhang et al. (2023).

capture dependencies between different positions, thereby facilitating
the extraction of semantic and structural information within the
sequence. Additionally, to account for positional information, the
Transformer model incorporates position encoding, which embeds
positional details into the input vectors.

The Transformer model serves as a powerful tool for modeling
and representing sequence data. It considers each positionwithin the
input sequence and leverages self-attention mechanisms to capture
dependencies between different positions. This capability enables
the Transformer model to gain a comprehensive understanding of
the contextual and semantic nuances within the sequence data,

thereby facilitating the provision of accurate feature representations
for subsequent tasks. For instance, in machine translation tasks,
the Transformer model can establish associations between each
word in the source language sentence and its corresponding
word in the target language, resulting in a better capture of the
translation relationships between sentences. In text generation
tasks, the Transformer model excels at generating coherent
and precise text, effectively overcoming the issues of gradient
vanishing and sequential computation inherent in traditional
language models. The formula of the Transformer algorithm
is shown in Equation (8):
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TABLE 5 Model efficiency comparison with Ghasempour and Martínez-Ramón (2023), Zhao et al. (2022), Ebrahimi and Abedini (2022), Mazhar et al.
(2023), Nazir et al. (2023), Kumar et al. (2023) in the case of ENREL dataset Ransome (2018) and GEO dataset Larsen and Drews (2019).

Model Datasets

NREL dataset Ransome (2018) GEO dataset Larsen and Drews (2019)

Parameters
(M)

Flops (G) Inference
Time (ms)

Trainning
Time(s)

Parameters
(M)

Flops (G) Inference
Time (ms)

Trainning
Time(s)

Ghase et al.
Ghasempour
and Martínez-
Ramón (2023)

586.69 5.68 8.56 543.03 479.31 5.97 8.38 547.07

Zhao et al.
Zhao et al.
(2022)

744.65 6.94 10.56 799.62 797.88 7.78 11.73 728.57

Ebrahimi et al.
Ebrahimi and
Abedini (2022)

414.71 4.24 6.99 617.15 774.59 7.96 8.42 721.45

Mazhar et al.
Mazhar et al.

(2023)

714.18 7.52 10.45 756.35 620.97 8.67 11.44 684.89

Nazir et al.
Nazir et al.
(2023)

448.33 4.51 6.03 444.42 445.35 4.81 7.73 439.34

Kumar et al.
Kumar et al.

(2023)

350.26 3.21 5.01 335.41 323.42 4.01 5.54 323.52

Ours 325.13 3.02 4.56 312.56 302.47 3.25 4.89 301.45

FIGURE 7
Model efficiency comparison with Ghasempour and Martínez-Ramón (2023), Zhao et al. (2022), Ebrahimi and Abedini (2022), Mazhar et al. (2023),
Nazir et al. (2023), Kumar et al. (2023) in the case of ENREL dataset Ransome (2018) and GEO dataset Larsen and Drews (2019).

Attention (Q,K,V) = softmax(QKT

√dk

)V (8)

whereQ represents the query vector,K represents the key vector, and
V represents the value vector. dk denotes the dimensionality of each
query/key vector.

See Equations (9, 10) for the self-focused calculation formula in
Transformer:

MultiHead (Q,K,V) = Concat(head1,…,headh)WO (9)

headi = Attention(QWQ
i ,KWK

i ,VWV
i ) (10)

where, h represents the number of attention heads, WQ
i , WK

i , and
WV

i are weight matrices for linear transformations, and WO is the
weight matrix for linear transformation that combines the results
from multiple heads.

Additionally, see Equations (11, 12) for the formula of
location coding:

PE (pos,2i) = sin(
pos

100002i/dmodel
) (11)
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FIGURE 8
Comparison of ablation experiments with different indicators.

PE (pos,2i+ 1) = cos(
pos

100002i/dmodel
) (12)

where PE(pos,2i) and PE(pos,2i+ 1) represent the even and odd
dimensions in positional encoding, pos denotes the position index,
i represents the dimension index, and dmodel represents the model
dimension.

The Transformer model provides an efficient solution for
capturing long-range dependencies in sequences and offers
exemplary modeling and representation of sequence data. Its
primary role lies in delivering accurate and comprehensive
feature representations, enabling the model to achieve a deeper
understanding of the sequence data and effectively tackle various
natural language processing tasks.

4 Experiment

4.1 Datasets

The four datasets selected in this article are Energy Information
Administration (EIA) dataset, Open Power System Data (OPSD)
dataset, Global Energy Observatory (GEO) dataset, and National
Renewable Energy Laboratory (NREL) dataset.

1. EIA dataset: Maintained by the U.S. Energy Information
Administration, the EIA dataset contains extensive data on
energy production, consumption, prices, and other related
variables. It covers various energy sources, geographical
levels, and historical periods, providing comprehensive and
authoritative information. The EIA dataset offers long-term
historical data, enabling long-term trend analysis. Its wide-
ranging data can be applied to different types of energy
research and analysis. However, the EIA dataset primarily
focuses on the energy situation in the United States, with
relatively limited data available for other countries or regions.
Additionally, the breadth of the data may present challenges in
handling and analyzing large-scale datasets.

2. OPSD dataset: The OPSD dataset provides open access to
electricity system data, encompassing power generation,
demand, and grid infrastructure information from multiple
countries. It aims to enhance transparency and promote
sustainable development in the power system. Its openness
enables researchers to access cross-national and comparable
data, supporting analysis of power system operations,
renewable energy integration, and electricity market analysis.
However, the coverage and availability of OPSD data may
vary depending on the country or region. Furthermore, the
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accuracy and completeness of the dataset may be influenced
by limitations in data reporting and collection.

3. GEOdataset:TheGEOdataset offers comprehensive collection
of global energy-related data, including information on
energy production, consumption, and infrastructure. It covers
various energy sources and provides global-scale data. The
GEO dataset’s strengths lie in supporting cross-national
comparisons and analysis of the global energy landscape. It can
be utilized for energy modeling, policy analysis, and decision-
making. However, the quality and update frequency of the data
may vary depending on the country or region. Additionally, the
consistency and comparability of the data may be affected by
differences in data reporting across countries and regions.

4. NREL dataset: Maintained by the U.S. National Renewable
Energy Laboratory, the NREL dataset offers extensive data on
renewable energy resources, including solar, wind, geothermal,
and biomass energy. It encompasses resource assessments,
techno-economic data, and renewable energy technology
performance characteristics.TheNREL dataset’s advantage lies
in providing detailed data specifically related to renewable
energy resources, supporting research, development, and
planning of renewable energy. It provides abundant technical
and economic data, facilitating the assessment of renewable
energy potential and feasibility. However, its limitation is
its primary focus on the renewable energy situation in the
United States, with limited data available for other countries
or regions. Additionally, the accuracy and applicability of the
dataset may be influenced by resource assessment and data
collection methods.

This study relies on four carefully selected datasets that
encompass a wide range of aspects within the energy sector, such
as energy production, consumption, prices, infrastructure, and
renewable energy resources.These datasets are sourced from various
countries and regions, ensuring a comprehensive coverage of global
energy information. By providing researchers with extensive and
detailed data, they enable thorough analysis and facilitate a deeper
understanding of energy system operations and development.
Moreover, these datasets facilitate cross-country comparisons and
analyses, allowing for a comprehensive understanding of variations
in energy situations among different nations. This comparative
approach is particularly valuable in evaluating the effectiveness
of policy measures and fostering the exchange of best practices.
Importantly, governments, decision-makers, and stakeholders can
rely on these datasets to make evidence-based decisions that
promote sustainable energy policies and practices. See Table 1 for
a detailed description of the dataset.

4.2 Experimental details

The purpose of this experiment is to compare the performance
differences of energy cost prediction and financial strategy
optimization models based on DRL-LSTM and Transformer
algorithms across different metrics, and to conduct an ablation
experiment to evaluate the contributions of each metric.

1. Dataset Preparation: Select the EIA dataset, OPSD dataset,
GEO dataset, and NREL dataset. Ensure that the datasets
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contain comprehensive information on energy prices,
consumption, and related factors to support energy cost
prediction and financial strategy optimization.

2. Model Implementation:

• DRL-LSTM Model: Firstly, design the DRL-LSTM model
structure, including LSTM layers, DRL algorithm, and relevant
network components. Then, implement the model and train
it using the selected dataset, using suitable optimization
algorithms and loss functions for model optimization.
Finally, adjust hyperparameters such as learning rate,
batch size, etc., through cross-validation or grid search for
selection.

• Transformer Model: First, design the Transformer model
structure, including multi-head self-attention mechanism,
positional encoding, and other components. Next, implement
the model and train it using the selected dataset, using
suitable optimization algorithms and loss functions
for model optimization. Then, adjust hyperparameters
such as learning rate, number of heads, hidden layer
size, etc., through cross-validation or grid search for
selection.

3. Experimental Procedure:

• Metric Comparison Experiment: First, use the same training
and testing sets to train and test the DRL-LSTM model and
the Transformer model separately. Then, record and compare
metrics such as training time, inference time, parameter
count, FLOPs, accuracy, AUC, recall, and F1 score. Finally,
use appropriate statistical methods for significance analysis of
metric differences.

• Ablation Experiment: First, select key components of each
model (such as DRL algorithm, LSTM layers, Transformer’s self-
attention mechanism, etc.) for ablation. Then, train and test
models with different components separately and record the
selected metrics. Finally, compare the performance differences
of the models under different component ablations and
evaluate the contributions of each component to the model
performance.

4. Result Analysis: Present the comparison results of various
metrics using tables and charts, including training time,
inference time, parameter count, FLOPs, accuracy,AUC, recall,
and F1 score. Analyze the performance differences of each
model across different metrics and discuss their impact on
energy cost prediction and financial strategy optimization.
Evaluate the contributions of each component to the model
performance and discuss the insights and recommendations
provided by the ablation experiment results.

5. Conclusion: Summarize the experimental results, emphasize
the advantages and application prospects of DRL-LSTM
and Transformer algorithms in energy cost prediction and
financial strategy optimization. Discuss the significance of
the experimental results for energy management and decision
optimization in smart grid systems, and propose potential
directions for future research.

The following is the formula for comparison indicators

• Training Time (S) (see Equation (13)):

Training Time = EndTime− StartTime (13)

• Inference Time (ms) (see Equation (14)):

Inference Time = Total Inference Time
Number of Samples

(14)

• Parameters (M) (see Equation (15)):

Parameters = Number ofModel Parameters
106

(15)

• Flops (G) (see Equation (16)):

Flops =
Number of Floating PointOperations

109
(16)

• Accuracy (see Equation (17)):

Accuracy = Number of Correct Predictions
Total Number of Predictions

(17)

• AUC (Area Under the Curve): AUC calculation involves the
ROC curve, which requires specific binary prediction results
to compute. Assuming positive samples are labeled as 1 and
negative samples as 0, and the model’s prediction results are
given as probabilities, we can calculate the true positive rate and
false positive rate using different thresholds, and then plot the
ROC curve. AUC represents the area under the ROC curve.
• Racall (see Equation (18)):

Recall = TruePositives
TruePositives+ FalseNegatives

(18)

• F1 score (see Equation (19)):

F1Score = 2×Precision×Recall
Precision+Recall

(19)

Among them, see Equation (20) for precision:

Precision = TruePositives
TruePositives+ FalsePositives

(20)

For example, Algorithm 1 is the training process of our
proposed model.

4.3 Experimental results and analysis

Based on Table 2 and Figure 5, We compared the performance
of different methods on the EIA dataset and OPSD dataset in terms
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Algorithm 1. Training and Evaluation of DRL-LSTM Transformer algorithm
for Energy Cost Forecasting and Financial Strategy Optimization.

of classification accuracy, recall, F1 score, and area under the curve
(AUC). According to the experimental results, ourmodel performed
exceptionally well on both datasets. For the EIA dataset, our model
achieved an accuracy of 88.49%, recall of 84.17%, F1 score of 87.98%,
and AUC of 89.97%. On the OPSD dataset, our model obtained an
accuracy of 91.90%, recall of 86.19%, F1 score of 83.85%, andAUCof
85.78%.These results clearly demonstrate that our method has high
predictive performance on both datasets.

This indicates that our model has better adaptability and
generalization ability compared to other comparative methods in
addressing this task. Particularly on the EIA dataset, our model
outperformed other methods in terms of accuracy, recall, and F1
score. On the OPSD dataset, our model also demonstrated excellent
performance in accuracy and AUC.

Based on Table 3 and Figure 5, We compared several existing
models with our proposed model on the ENREL dataset and
GEO dataset, evaluating their performance in terms of accuracy,
recall, and other metrics.

The results show that our model achieved higher accuracy
on both datasets. On the ENREL dataset, our model achieved an
accuracy of 97.83%, while the accuracies of other models ranged
from 88.21% to 95.63%. On the GEO dataset, our model achieved
an accuracy of 95.48%, while other models had accuracies ranging
from 86.81% to 93.43%. Furthermore, our model performed well
in terms of recall, F1 score, and AUC. On the ENREL dataset, our
model achieved a recall of 95.42%, an F1 score of 93.79%, and an
AUC of 93.61%. On the GEO dataset, our model achieved a recall of
93.47%, an F1 score of 91.84%, and an AUC of 95.86%. Compared
to other models, we obtained better results in these metrics.

The proposed model is a good choice for addressing energy cost
prediction and financial strategy optimization problems. However,
there may be some limitations in this experiment. Firstly, although
our model performed well on the used datasets, further validation
is needed on other datasets. Secondly, our model may have some

dependence on specific domain data, so appropriate adjustments
and validations are required when applying it to other domains.

Based on Table 4 and Figure 6, compared to other approaches,
our model demonstrates excellent performance and generalization
on the EIA and OPSD datasets.

Firstly, our model exhibits low values in terms of parameter
count andcomputational complexity,with332.12Mand3.56GFLOPs,
respectively. These values are smaller compared to other models,
indicating that our model is more efficient in terms of storage and
computational resources. Secondly, our model also shows low values
in terms of inference time and training time. On the EIA dataset, the
inference time is 4.25 milliseconds, and the training time is 323.14 s.
Similarly, on theOPSDdataset, the inference time is 4.56milliseconds,
andthetrainingtimeis325.67 s.Theseresults indicatethatourmodel is
highlyefficient for real-timepredictionandtraining.Furthermore,our
model demonstrates excellent generalization. Through experiments
on different datasets, our model achieves low parameter count,
computational complexity, and fast inference and training times on
both the EIA and OPSD datasets. This indicates that our model can
adapt to thecharacteristicsofdifferentdatasetswhilemaintaininghigh
performance. It shows competitiveness in terms of parameter count,
computational complexity, inference time, and training time.

The proposed model exhibits outstanding performance and
generalization in the comparison. It has low parameter count,
computational complexity, and fast inference and training speeds.
This makes our model highly promising for tasks such as real-
time energy cost prediction and financial strategy optimization,
providing efficient and accurate solutions.

According to the experimental results in Table 5 and Figure 7,
our model demonstrates excellent generalization on the ENREL and
GEO datasets compared to other methods.

Firstly, our model exhibits low values in terms of parameter
count and computational complexity, with 325.13M and 3.02G
FLOPs, respectively. These values are smaller compared to other
models, indicating that our model is more efficient in terms of
storage and computational resources. Secondly, our model also
shows low values in terms of inference time and training time. On
the ENREL dataset, the inference time is 4.56 milliseconds, and
the training time is 312.56 s. On the GEO dataset, the inference
time is 4.89 milliseconds, and the training time is 301.45 s. These
results indicate that our model is highly efficient for real-time
prediction and training. Furthermore, our model demonstrates
excellent generalization. Through experiments on the ENREL and
GEOdatasets,ourmodelachieveslowparametercount,computational
complexity, and fast inference and training times on different datasets.
This indicates that our model can adapt to the characteristics of
different datasets while maintaining high performance.

Therefore, our model exhibits outstanding performance and
generalization on different datasets. It has low parameter count,
computational complexity, and fast inference and training speeds.
This makes our model highly promising for prediction and
analysis tasks involving energy-related and geographical data, with
significant potential and application prospects.

Based on Table 6 and Figure 8, it presents the results of ablation
experiments based on the GRUmodel, comparing the performance
differences among different datasets, metrics, and methods, as well
as the principles of our proposed method.
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In the conducted ablation experiments, we compared several
commonly used models and combinations of models in the field of
energy prediction. The compared methods included our proposed
method, DRL, Bi-LSTM, Transformer, as well as combinations
of DRL with Bi-LSTM, DRL with Transformer, and Bi-LSTM
with Transformer. The performance evaluation utilized metrics
such as MAE, MAPE, RMSE, and MSE. These metrics were
employed to assess the accuracy and performance of the models
in energy prediction tasks. The results of the ablation experiments
demonstrated the superiority of our proposed method across all
datasets. Specifically, on the EIA dataset, our method achieved
an MAE of 18.25, showcasing substantial improvement compared
to other methods. Similarly, on the other datasets, our method
consistently achieved lower MAE and RMSE values, indicating
excellent predictive capabilities.

These findings highlight the performance differences among
different models concerning various datasets and metrics.
Additionally, our proposedmethod showcased significant advantages
in energy prediction tasks, exhibiting high accuracy and reliability in
energy load forecasting. By incorporating the GRU module into our
method, energy load prediction can be further improved, providing
valuable insights for energy management and planning purposes.

5 Conclusion and discussion

This paper proposes an algorithm that combinesDRL, LSTM
networks, and the Transformer algorithm to accurately predict
load demand, addressing the challenges of load forecasting in the
context of decarbonization, and the challenges associated with
energy consumption prediction and financial strategy optimization
in smart grids. Utilizing the LSTM model to model historical data
of smart grids, DRL and the Transformer algorithm are employed to
further analyze the data and formulate optimal energy purchasing
and usage strategies. Empirical validation is conducted on multiple
public datasets, including the EIA dataset.

During the experimental evaluation of the proposed fusion
algorithm’s performance, key metrics were compared with other
methods on various representative power load datasets. The
experimental results demonstrate that the proposed method achieves
accuracy rates of over 95%, recall rates of over 92%, F1 scores of
over 92%, and AUC values of over 93% on multiple datasets. It
outperforms other evaluationmethods in terms of accuracy, recall, F1
score, andAUCvalue.These results indicate that themethod provides
more accurate and reliable predictive capabilities. In terms of model
efficiency, it requires fewer parameters, floating-point operations,
inference time, and training time compared to other comparative
methods. For example, on the EIA dataset, the proposed method
reduced the number of parameters by 46.8%, FLOPs by 48.5%,
inference time by 49.8%, and training time by 38.6% compared to one
of the comparativemethods. Similarly, theproposedmethodexhibited
similar advantages in these metrics on other datasets. Furthermore,
all evaluated metrics maintain an MAE below 19, MAPE below 7%,
RMSE below 4, and MSE below 4, performing exceptionally well on
all evaluation metrics, demonstrating its high prediction accuracy.

The hybrid approach proposed in this paper offers significant
advantages in improving the accuracy of energy cost prediction
and optimizing financial strategies. It demonstrates high predictive

precision, efficiency, and stability. By accurately forecasting
electricity demand and smart grid energy consumption, it assists
power companies in demand forecasting and market planning,
optimizing resource allocation and supply-demand matching.
This enables decision-makers to develop more reasonable power
dispatch and market operation strategies. However, it is important
to acknowledge the limitations of this study.

Firstly, the high dimensionality and dynamics of the data may
pose challenges in terms of computational resources and time
complexity, especially when dealing with large-scale datasets. This
limitation hinders the scalability and practical applicability of our
method. Secondly, further research is needed to investigate the
generalizability of our approach to other datasets and real-world
scenarios. Additionally, exploring the scalability of the algorithm
in more complex and dynamic large-scale smart grid systems is
crucial. Despite these limitations, we anticipate that future research
efforts will focus on enhancing the performance and applicability
of our method through algorithm optimization, improved model
structures, and the integration of additional domain knowledge.

To further improve this study, the following aspects should
be considered in future research: (1) Future work should explore
real-time decision-makingmethods, enabling smart grid enterprises
to promptly respond to dynamic market conditions and ever-
changing energy demands. (2) Future research should investigate
techniques such as adversarial testing and uncertainty quantification
to ensure the performance and reliability of the algorithm in
practical applications. By undertaking these further endeavors, we
can drive the development of energymanagement in smart grids and
contribute to a broader understanding of addressing similar high-
dimensional data processing and decision optimization problems
across various domains.
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