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Buildings account for a significant portion of total energy consumption, and the
introduction of intelligent buildings represents a significant step forward in
efficiently managing energy utilization. The proposed solutions represent a
significant step forward in the development of intelligent residential
environments. Beginning the process of achieving improved building
intelligence necessitates a thorough evaluation and prediction of the
necessary heating and cooling energy requirements, taking into account all
relevant influencing factors. This study describes methodologies for using data
mining models to predict the heating and cooling energy requirements of
intelligent buildings during the construction phase. Data mining techniques,
specifically Support Vector Machines (SVM) and Random Forest, are used,
demonstrating their superior efficiency over alternative methods.
Metaheuristic algorithms, particularly the Owl Search Algorithm (OSA), are
described as effective tools for optimizing results across a wide range of
problem resolutions. OSA is described and proposed alongside novel data
mining methods, demonstrating that this combination of algorithms improves
the performance of Random Forest and SVM-based models by 11% and 24%,
respectively. The proposedmodels can generate predictions with a small number
of parameters, eliminating the need for complex software and tools. This user-
friendly approach makes the prediction process more accessible to a wider
audience. While specialized equipment and professional-grade tools will be
used, the proposed models are accessible to a wide range of individuals
interested in participating in the prediction process.
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1 Introduction

Based on statistics from various organizations, such as the World Energy Organization,
approximately 30% of global energy consumption occurs in the domestic and commercial
sectors (González-Torres et al., 2022). A significant portion of this quantity is allocated
towards the cooling and heating of buildings, particularly in regions with high temperatures
and humidity (Elnagar et al., 2023; Nikbakht Naserabad et al., 2023). As living standards
have improved, there has been a corresponding increase in the human desire for
comfortable conditions. Individuals desire optimal comfort in every setting. The growth
in population has led to an increase in the demand for energy in the construction and
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welfare sectors, and it is certain that this trend is going upwards
(Babayomi et al., 2023; Liao et al., 2023). This surge reflects an
interconnected web where societal advancements, population
dynamics, and energy requirements converge, painting a
comprehensive picture of the intricate relationship between
human wellbeing and the need for sustainable energy solutions
(Ependi et al., 2023). Given these trends, understanding and
addressing the factors driving escalating energy demand,
especially in the context of building cooling and heating, is
imperative for devising effective strategies to promote energy
efficiency and environmental sustainability (Hafez et al., 2023).

The aforementioned cases have prompted extensive research on
energy conservation in buildings. In the past, fossil fuels were widely
favored and popular as a source of energy worldwide, surpassing
other alternatives (Ilham et al., 2022; Bian et al., 2023). However, the
negative consequences resulting from their excessive consumption
have shifted the focus towards exploring alternative energy sources
and implementing strategies to decrease energy consumption
(Taner, 2021; Misbah Inayat et al., 2023). The depletion of fossil
fuel reserves, environmental considerations, economic expansion,
increased demand, and political and economic turmoil have
necessitated the need to reduce energy consumption in order to
mitigate these risks and crises to the greatest extent possible
(Molajou et al., 2021; Tajfar et al., 2023).

Addressing the intricate challenge of enhancing energy
efficiency in building operations necessitates a comprehensive
understanding of the myriad variables that influence energy
consumption. The complexities inherent in this domain are
underscored by a notable impediment, namely, the inadequate
comprehension of the multifaceted factors dictating the energy
dynamics within a building (Hu et al., 2023). Recognizing that
the energy consumption of a building is subject to a diverse array of
variables is pivotal in formulating effective strategies to optimize
energy usage. These variables encompass a wide spectrum of
influences, spanning meteorological conditions, the efficacy of
insulation and building materials, construction and maintenance
activities, the design and functionality of building energy systems,
the behavior and activities of occupants, and the overall indoor
environmental quality of the building, as elucidated (Zhao and
Magoulès, 2012). Weather conditions, including temperature,
humidity, and seasonal variations, exert a profound impact on a
building’s energy demands (He et al., 2023). The effectiveness of
insulation and the choice of building materials influence the
retention or dissipation of energy, further shaping the overall
energy footprint. Concurrently, construction and maintenance
practices, along with the intricacies of building energy systems,
play a pivotal role in determining operational efficiency (Alhamami
et al., 2023).

The advancement and widespread adoption of information
technology has led to a new way of addressing the crucial human
need to optimize energy consumption (Apanavičienė and
Shahrabani, 2023; Raihan et al., 2023). Given that a significant
portion of human lifespan is dedicated to occupying
administrative, residential, and commercial buildings, experts
have prioritized the need to optimize energy consumption in
these structures (Ejidike et al., 2022). Furthermore, alongside the
focus on enhancing energy efficiency, the integration of information
technology into buildings has prompted numerous companies to

develop and offer products aimed at creating a more conducive
living environment for humans (Esmaeilian et al., 2016).

A smart building is a structure that efficiently utilizes various
fundamental elements, such as its design, systems, and management
services, to create a cost-effective and suitable environment. Within
the intelligent infrastructure, numerous habitual and involuntary
actions carried out by residents are automated by smart systems,
resulting in time and labor cost savings (Ali and Zorlu Partal, 2022).
Smart homes are comprised of many interconnected
communication networks that interface with the primary
electrical equipment and services. This integration allows for
remote control and monitoring of those services. Furthermore,
the subsequent information highlights that the benefits of smart
buildings encompass the management of energy consumption,
control over ventilation, and the efficiency of heating devices,
among others (Aliero et al., 2022). Nowadays, there is a growing
emphasis on improving the performance of building management
and automation systems (Himeur et al., 2023). This is done to reduce
costs in the construction industry and to make optimal use of
technology, communication, and computer technology. By doing
so, energy can be saved, resulting in overall cost savings. The systems
quickly offset the associated expenses (Selvaraj et al., 2023).

Recent research has created ways to estimate energy
consumption, aiming to improve energy savings and reduce
environmental impact. Typically, these technologies employ
machine learning to develop a forecast model using previous
energy use statistics. Azkune et al. (2015) proposed a
methodology that employed data-driven learning techniques to
extract activity models based on knowledge. The mentioned
approach incorporates a novel clustering procedure that enhances
incomplete initial models via knowledge engineering. This method
utilizes prior knowledge to identify the active cluster and assign it the
suitable label. The learning algorithm trains clusters to discover
activity models for various users. The support vector machine
(SVM) is a commonly utilized tool in the field of energy
modeling for buildings. Ma et al. (2018) have effectively utilized
SVM to forecast the energy consumption of buildings in China.
Another approach employed in forecasting energy consumption in
buildings is the utilization of integrated methodologies, which
involves combining various prediction models. Wang et al.
(2018) employed the random forest technique to forecast the
hourly energy usage of structures. Shao et al. (2020) investigated
the energy consumption of hotel structures by constructing a SVM
model for energy consumption prediction. As input variables, the
weather parameters and operational parameters of the hotel air
conditioning system are utilized by the support vector machine
model. By developing an SVM model, Liu et al. (2020) are able to
predict and diagnose the energy consumption of public buildings in
China. The model makes use of eleven input parameters. Historical
energy consumption data, meteorological conditions, and time-cycle
components comprise the inputs.

Wu and Chu (2021) employed data-mining techniques to
predict energy consumption in cottages, residences, and office
buildings. They examined the influence of variables such as
population size, household size, construction duration,
architectural design, and electrical appliances in winter and
summer. The results showed that decision tree exhibits superior
accuracy. An algorithm for dynamic anomaly detection in the
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analysis of building energy consumption data was introduced by Lei
et al. (2023). The algorithm exhibits the ability to detect anomalies
that manifest collectively as well as anomalies that manifest
individually. By merging an unsupervised clustering algorithm
and a supervised algorithm, the algorithm generates a matching
mechanism that is semi-supervised. The results indicate that the
algorithm successfully detects building energy consumption with a
clustering accuracy of over 80%. Liu et al. (2022) utilized cutting-
edge intelligence algorithms to achieve the goal of data mining. They
employed cluster analysis and identified association rules to explore
the relationships between different types of energy. The analyzed
database consists of authorized energy building models. The results
indicate that both the apriori and k-shape algorithms successfully
extracted the energy information from the concealed dataset of
patterns. Sami Khafaga et al. (2023) presented a method for
predicting energy consumption. This method utilizes a new
optimization algorithm that combines the dipper-throated
optimization and stochastic fractal search algorithm.
Additionally, a new forecasting model is introduced, which
comprises a collection of long short-term memory units. The
findings demonstrated that their proposed model can precisely
predict the energy use. In their study, Youssef et al. (2023)
introduced an algorithm designed to optimize the scheduling of
electrical appliances in smart homes. The primary goals of this
algorithm are to minimize power costs, enhance network efficiency,
promote customer comfort, and mitigate peak demand. This study
employs load conversion as a means to alter the load’s structure.
Load conversion is a specific type of demand side management
method known as elite evolutionary strategy artificial ecosystem-
based optimization. The utilization of this algorithm yields a
decrease in electricity expenses, enhances the efficiency of the
network, optimizes customer satisfaction, and mitigates the
occurrence of peak demand.

This paper introduces prediction models that employ SVM and
Random Forest data mining approaches. These models are evaluated
in comparison to previous approaches. In addition, a novel hybrid
model has been provided to further optimize the effectiveness of the
suggested model. This model utilizes the cutting-edge metaheuristic
optimization technique of the owl search algorithm (OSA). The
efficacy of this model has been appraised and analyzed.

2 Materials and methods

Data mining can be employed to find patterns and acquire
fundamental natural behaviors. In order to enhance recognition, it is
necessary to employ a sequential algorithm and incorporate rounds
for pattern extraction. Due to the progress made in data collection
and storage technologies, scientists across various disciplines are
now confronted with enormous volumes of data. Owing to their
exorbitant expenses and protracted execution times, conventional
statistical techniques are unsuitable for data analysis. As a result, the
application of contemporary techniques for data analysis, such as
data mining, is imperative. In contrast to alternative approaches,
particularly conventional statistical methods, data mining possesses
four primary attributes and benefits (Chen et al., 2023). Data mining
significantly enhances the adaptability of time series analysis by
revealing relationships between multiple parameters that occur

concurrently or influence one another through distinct delays.
Data mining, to put it another way, is a methodology utilized to
determine the correlation between multiple variables or parameters.
The rules and models generated by algorithms and techniques for
data mining are readily interpretable. In other words, its models and
regulations are simultaneously practical and straightforward. By
employing data mining techniques, scientists are able to gain a
comprehensive understanding of the interconnections among
various parameters, facilitating their comprehension of the
underlying physics of the issue. Data mining techniques can be
applied to problems involving voluminous data and multiple
variables, as well as to the monitoring of extreme events and
incidents with a high threshold limit (Pouladi et al., 2020). The
method proposed in this study (based on an optimized hybrid model
and data mining) is described in the following.

2.1 Support vector machine model

The support vector machine (SVM) is a machine learning
system that classifies data by utilizing support vectors, which
represent the patterns within the data (Kunkcu et al., 2022). In
order to categorize the data into two groups, it is necessary to
determine the function f(X), such that yi = f(xi) for N data points.
The function f can be defined as Eq. 1.

f x( ) � sgn ∑i
i�1

aiyi xi · x − b( )⎛⎝ ⎞⎠ (1)

where, xi represents the support vectors, yi∈{−1,1} is a positive
integer, and C is a constant. When dealing with non-linear
classification functions, a kernel function k(xi,x) is employed to
transform the data into higher dimensions, making the separation
linear. The kernel function introduces complexity due to its types
and subdivisions, with many being linear and struggling to
differentiate distinct data features. To address this, weights are
incorporated into the kernel function to account for the impact
of different features (Eq. 2). These weights play a crucial role in
determining the influence of each feature, enhancing the SVM’s
performance in handling diverse datasets. SVM, being a precise and
potent machine learning algorithm, primarily focuses on binary
classification, making it advantageous for categorizing behavior as
normal, abnormal, or suspicious.

f x( ) � sgn ∑i
i�1

aiyik xix( ) + b⎛⎝ ⎞⎠ (2)

Because of its mathematical complexity, the kernel function is
challenging to express in terms of its possible types and subdivisions
into distinct groups. The majority of kernel function types are linear
and fail to distinguish between distinct data features. As stated in the
preceding section, the function in question is a linear function that
applies the same treatment to all data characteristics. The level of
uniformity exhibits a detrimental impact on the performance and
accuracy of the SVM. It appears that the solution to this problem is
to incorporate weight into the kernel function. The impact of
features is determined by these weights. In contemporary
machine learning applications, the SVM is among the most
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precise and potent machine learning algorithms. One of the
evaluated learning techniques utilized for classification,
prediction, and regression is the SVM. SVMs are immensely
well-liked on account of their exceptional classification
performance and superiority over alternative regression and
classification algorithms. In reality, the primary purpose of SVM
is binary classification. Hence, its methodology proves to be highly
advantageous in resolving prevailing challenges associated with
classifying behavior as normal, abnormal, or suspicious. SVM is a
machine learning technique that assigns its corresponding layer to
each learning vector drawn in spaces with high feature dimensions.
SVM clustering is predicated on linear data clustering, and within
the linear portion of the data, the selected line with the highest
confidence margin is of the utmost importance. QP methods are
utilized to determine the optimal linear equation for the data,
whereas conventional methods have limitations when it comes to
problem-solving.

To facilitate the classification of more intricate information, Phi
operations are employed to transfer the data to a higher dimensional
space prior to linear segmentation operations. Higher-dimensional
problems may be resolved by employing Lagrange’s binary problem,
which involves the conversion of the minimization problem under
consideration into a binary format. By employing this approach, one
can substitute a convoluted method like Phi with more
straightforward operations like kernel, which is a Phi
multiplicative vector. The SVM model is developed in the
following three stages: data pre-processing, model development,
model extraction, and model implementation. The performance of
this algorithm remains unaffected by the volume of data present, as
it is scalable. Therefore, the spatial dimensions of the features have
no bearing on the complexity of the classification. Hence, in contrast
to neural networks, this approach enables the acquisition of a
substantial collection of models. The risk is minimized through
the design of this structure-based algorithm, which has found
widespread application and achieved remarkable success.

Utilizing the proposed method of the SVM algorithm, the
relevant features are chosen. SVM data segmentation is one of
the well-known techniques for data classification; however, it
requires the configuration of parameters and does not require
fundamental data knowledge. The training data set D comprises
n points (Eq. 3).

f x( ) � sgn ∑i
i�1

aiyik xix( ) + b⎛⎝ ⎞⎠ (3)

where, yi is either 1 or -1, every xi represents a real p-dimensional
vector. The objective is to identify the separating hypersurface that
divides the points with yi = 1 from the points with yi = −1 by the
greatest distance from the edge points. Every super-page can be
expressed as a collection of x-points that satisfy the Eq. 4.

D � xicyi( ) | xi ∈ Rpyi ∈ −1c1{ }{ }ni�1 (4)
x represents a point vector and w represents a weight vector in this
equation. Therefore, in order to separate the data, it must consistently
exceed zero.When considering the entire set of potential hypersurfaces,
the SVM opts for the one with the greatest possible hypersurface
distance. If the test data follows a logical pattern and every test
vector is situated within a radius of r around the training vector.

Maximizing the margins requires positioning the selection page at the
greatest distance from the data. To achieve this, the lines connecting the
closest data points in the convex hull of the two sets will be halved. By
maximizing x (x is located on the hypersurface), the distance between
the origin and the point closest to the hypersurface is determined. We
employ an analogous approach for the remaining ancillary points. The
sum of the two distances can be calculated to determine the total
distance of the supersurface. In order to obtain the separator page, the
nearest points are utilized.

w. x − b � 0
if Y i � +1wxi + b≥ 1
if Y i � −1wxi + b≤ 1
for all i yi wi + b( )≥ 1

(5)

Optimising the quadratic constant prism for all linear bounds is
necessary for all points (Xi){ }: yi(wtxi + b)≥ 1. To arrive at the
solution, one must express a two-unknown problem involving
the Lagrange coefficient ai with all possible bounds. It is related
in the initial problem that it reaches its maximum value, and ai is
computed for all ai ≥ 0 (Eq. 6).

Q a( ) �∑ ai − 1
2
∑∑ aiajyiyjxiTxj (6)

where, the solution is based on Eqs 7, 8. The optimization process
involves solving a quadratic programming problem with Lagrange
coefficients (ai). The solution, represented by Eqs 7, 8, provides the
weight vector (w) and bias (b), facilitating the classification function f(x).

w �∑ aiyixi (7)
b � yk − wtxk (8)

The supported axis includes non-zero ai that are equal to xi.
Following the classification process, it is represented by Eq. 9.

f x( ) �∑ aiyixitx + b (9)

This comprehensive explanation of the SVM model elucidates
its intricacies, providing a more thorough understanding of the
algorithm’s application in the context of energy consumption
estimation in smart homes.where, depends on an inner product
between the test point x and the support vectors xi. Solving the
optimization problem includes calculating the inner products xi

Txj
between all pairs of training points. The equation find w and b so
thatΦ(w) =½wTw reaches the minimum and for all {(xi,yi)}, yi (w

Txi
+ b) ≥ 1. The Eq. 10 provides an explanation of the SVM model for
penetration detection, focusing on the training and testing phases.

MM � 2
‖ W ‖

Φ W( ) � 1
2
WTW

f x( ) �∑ aiyix
T
i x + b

(10)

The SVMmodel is trained by optimizing the parameters ai and b
to minimize the loss function, often involving a regularization term
(Eq. 11).

min
ai ,b

1
2
∑N
i�1

Yi − f Xi( )( )2 + C∑N
i�1

max 0, Yi − f Xi( )∣∣∣∣ ∣∣∣∣ − ( ) (11)
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where, ϵ is the epsilon-tube parameter. The SVM regression model
learns to map input features to heating or cooling load values by
finding a hyperplane in the feature space. The use of kernel functions
allows SVM to capture non-linear patterns in the data, making it
suitable for predicting complex load patterns in buildings. The
training process involves optimizing parameters to minimize the
error between predicted and actual load values.

The SVM model evolves through three key stages:

• Data Pre-processing: In this initial stage, the relevant features
are selected, and any necessary data transformations are
performed. The SVM algorithm remains scalable, ensuring
its performance is unaffected by the volume of data and the
spatial dimensions of features.

• Model Development: The SVM model’s core involves the
identification of the optimal separating hypersurface that
maximizes the distance between points with yi = 1 and
yi = −1. This is achieved through quadratic programming
methods, ensuring the SVM selects the hypersurface with the
greatest confidence margin.

• Model Extraction and Implementation: Post-development, the
SVM model is extracted, and the classification process is
implemented. The model’s design minimizes risk and
allows for the acquisition of a substantial collection of
models, offering flexibility and robustness.

2.2 Random forest model

The random forest model efficiently classifies a large number of
data sets at a rapid rate. One of the classification algorithms that
employs the bagging method is this one. This approach is a
composite of multiple decision trees, wherein a number of input
variables are arbitrarily incorporated into the construction of each
tree and comprises bootstrap samples of data. A substantial quantity
of n samples is sampled from the primary observation data set
utilizing the bootstrap method. Bootstrapping is utilized to
determine the estimator’s error (variance) through the iterative
process of sampling and estimation. In each iteration, the
estimator in question is computed using a resampling of the
data. Variable m is selected at random from among all ?
independent variables to be divided along the process tree line in
each branch. In regression mode, the ratio m/? is configured to be
one-third, whereas in classification mode (m � ��

M
√

). Once the
complete test data tree has been constructed, the number of trees
required to generate an output input vector is determined. The
calculation of the final output of the model involves averaging these
outputs. In consideration of the experimental distribution of the
outputs, percentage values and the domain of uncertainty are also
computed. Code for the random forest model was generated. To
ascertain the most suitable line fitted by this method for various
probabilities, trial and error was employed to determine the value of
the node size variable, which represents the number of leaves in each
branch (Xiao et al., 2021).

Random Forest is a robust ensemble learning technique
applied to predict heating and cooling load patterns in
buildings through regression. Representing input features as X �
[x1, x2, . . . , xn] and the corresponding load values as Y, the

ensemble consists of multiple decision trees, each trained on
distinct data subsets and employing a random selection of
features. The prediction (Ŷtree) of an individual tree is
determined by traversing the tree from the root to a leaf node,
where the leaf node value serves as the prediction (Eq. 12).

Ŷ tree � Leaf NodeValue (12)
The ensemble prediction (ŶRF) is obtained by averaging the

predictions from all trees (Eq. 13).

ŶRF � 1
NTrees

∑NTrees

i�1
Ŷ tree i (13)

where, is the total number of trees in the Random Forest. During
training, each decision tree is constructed using a bootstrapped
sample of the training data and a random subset of features at each
split. Recursive splitting of data based on feature values results in the
creation of trees that collectively predict the target variable. This
approach enables random forest to effectively capture complex load
patterns, making it a powerful technique for regression tasks in
heating and cooling load estimation for buildings.

2.3 Owl search algorithm

The OSA is a meta-heuristic algorithm that draws inspiration
from nature. OSA is a population-based method that mimics the
hunting behavior of owls in low-light conditions. This algorithm
utilizes the search behavior of owls, allowing for efficient
exploration of the search space. This algorithm is specifically
designed to strike a balance between search and exploitation,
thereby enabling rapid convergence towards optimal solutions
(Jain et al., 2018). The OSA is a global optimization algorithm
capable of efficiently seeking the global optimum without
becoming confined to local optima. The advanced OSA is
well-suited for solving intricate optimization problems that
involve multiple peaks. It exhibits resilience against noise and
uncertainty in the objective function. This algorithm possesses
the capability to adjust and accommodate itself in environments
that are characterized by noise and constant change. This
adaptability renders it well-suited for practical applications
where the objective function may undergo alterations over
time. This algorithm will possess a reduced number of control
parameters in comparison to other optimization algorithms,
thereby streamlining the adjustment process. This will
decrease the computational burden and facilitate its
implementation and utilization in various domains.
Furthermore, this algorithm has demonstrated its rapid
convergence rate in numerous optimization problems. This
algorithm exhibits rapid convergence towards nearly optimal
solutions, thereby minimizing the computational time required
to identify satisfactory solutions.

Similar to other algorithms, the OSA operates in a random
manner and initiates its execution by selecting the population at
random. As a search space, the population in this algorithm displays
the location of owls among the forest trees. Eq. 14 illustrates the
stochastic distribution of owl positions within an n × d matrix,
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where n is the number of owls and d is the subsequent search space
(Yuan et al., 2023).

o �
o1,1 . . . o1,d
· ·
· ·

on,1 . . . on,d

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
n×d

(14)

where, the matrix element Oi,j defines the j-th parameter
(dimension) of the i-th owl. To create an initial state of uniform
distribution, Eq. 15 has been used.

oi � ol + ol + ou( ) × U 0, 1( ) (15)
U(0,1) is a random and uniform integer between [0,1], and Ou

and Ol are the upper and lower limits of the i-th owl in the
j-dimension (Ren et al., 2021).

The expenditure associated with owl detection in the forest is
calculated utilizing a cost function, which is represented by Eq. 16.

f � f 1 o1,1, o1,2, . . . , o1,d[ ]( )
f n on,1, on,2, . . . , on,d[ ]( )[ ] (16)

The expense associated with the owl’s location is proportional to
the intensity of the auditory stimuli received. The owl that is closest
to the target and therefore receives the greatest sound intensity is
considered the best owl in this situation. The location will be
updated using the data of the normalized intensity value of the
i-th owl, which can be derived from Eq. 17.

Ii � f i − w
b − w

b � max f m

m ∈ 1, . . . , n

w � min f m

m ∈ 1, . . . , n

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(17)

The calculation of prey distance for each owl is accomplished via
Eq. 18.

Di �
����������∑
i

oi − L( )2
√

(18)

where, L represents the prey locations determined by employing the
most appropriate owl. It is assumed by the OSA that prey exists in
the forest. As they pursue their prey, owls fly slowly during the hunt.
Eq. 19 represents the intensity of change caused by the i-th owl.

Ci � Ii
D2

i

+ Rn (19)

Equation 19 incorporates D2
i in lieu of 4πD2

i and incorporates
random noise denoted as Rn to enhance the practicality of the
model. The owls ought to approach the prey invisibly by altering
the prey’s location. In this algorithm, the prey’s location is
altered. It is acquired using the principle of probability.
Hence, the location update mechanism illustrates the
comparative positions of the owls and their prey through the
utilization of Eq. 20.

ot+1i � oti + β × Ci × αL − oti
∣∣∣∣ ∣∣∣∣, ppm < 0.5

oti − β × Ci × αL − oti
∣∣∣∣ ∣∣∣∣, ppm > 0.5{ (20)

Equation 20 represents the probability of a prey location
change as denoted by ppm, while α and β represent random
numbers that follow a uniform distribution and fall within the
intervals of 0–0.5 and 0 to 1.9, respectively. The OSA has only
one variable (β), which makes it more reliable than other
algorithms.

The OSA occasionally becomes trapped in the local optimum.
This flaw results in the provision of solutions that achieve early
convergence. Modifications have been implemented in the OSA
with the aim of enhancing its performance. In recent times, there
has been an increase in the application of chaos theory due to the
growing utilization of nonlinear dynamic effects in modeling.
Chaos theory can have an impact on the field of optimization. In
the standard OSA, the variable β is the sole stochastic value
present. The utilization of variable β in every iteration leads to
premature convergence. In order to avoid the system reaching a
stable state too quickly, a method known as Singer mapping is
employed, which introduces chaos. This method employs the
unidentified variable β as a conventional equation (Eq. 21)
(Verma et al., 2021).

βi+1 � 1.07 7.9βi − 23.3β2i + 28.7β3i − 13.3β4i( ) (21)

Utilizing Lévy flight is an additional method to enhance early
convergence in the OSA. Random scanning is an essential
component of this approach to effectively oversee local search
Eqs 22–24.

Le w( ) ≈ w−1−τ (22)
w � A

B
∣∣∣∣∣1τ∣∣∣∣∣ (23)

σ2 � Γ 1 + τ( )
τΓ 1 + τ( )/2( ) sin πτ/2( )

2 1+τ( )/2{ } 2
τ

(24)

where, τ represents the LV index, which is in the rang of [0,2], A˜
N (0, σ2), B ˜N (0, σ2), and w represents the step size and Γ(0)

TABLE 1 Effective parameter in the study.

Input

No. Description Label Number of modes

1 Surface area S 10

2 Wall area W 10

3 Overall height H 4

4 Story St 4

5 Orientation Or 8

6 Opening area Op 4

7 Window to wall ratio WWR 10

8 Building material M 2

Output

1 Heating load HL 618

2 Cooling load CL 618
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describes the gamma function. A/B ˜N (0, σ2) defines that the
samples are generated from a Gaussian distribution whose mean
is zero and its variance is σ2. Based on the said relationship, the
new location of the owls is obtained by using Eq. 25 (Asmussen
and Rosiński, 2001).

ot+1i � oti + β × Ci × αL − oti
∣∣∣∣ ∣∣∣∣ × Le δ( ), ppm < 0.5

oti − β × Ci × αL − oti
∣∣∣∣ ∣∣∣∣ × Le δ( ), ppm > 0.5{ (25)

3 Results and discussion

In this section, first, the statistical features of the provided
dataset are reviewed, and then the results of using different
models are presented and compared with each other.

Table 1 provides a concise overview of the input and output
variables in this study. It presents the mathematical representation
for each variable and indicates the quantity of values associated with

FIGURE 1
Probability distribution of input and output variables.
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each variable. Simulating building energy features is a commonly
used strategy in researching the heating load and cooling load of a
structure as specific characteristics of interest. However, the accurate
simulated outcomes offer insight into the percentage variation of the
likelihood and any underlying factors of the actual data process,
enabling the comparison of building energy levels. One method of
acquiring fundamental natural behaviors is through the utilization
of data mining techniques to discern patterns. In order to enhance
recognition, it is necessary to employ a sequential algorithm and
incorporate rounds for pattern extraction.

Following the normalization of the dataset, has been generated
to illustrate the potential distribution of values for each input and
output variable (Figure 1). It is evident that the input and output
data do not conform to a normal distribution. Furthermore, the
input data for Surface area, wall area, orientation, opening area,
window to wall ratio, and building material exhibit a uniform
distribution. The statistical distribution of combined cooling and
heating output data is uniformly distributed. In contrast, height data
do not follow a normal or uniform distribution and can be
categorized as data with a random distribution. The non-

FIGURE 2
The relationship between the input variables and (A) heating load, (B) cooling load.
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normality of data distribution can be influenced by factors such as
seasonal variations, special occurrences, or interference from other
distributions.

Figure 2 shows the relationship between the input variables and
each of the heating and cooling load outputs. The results have shown
that none of the variables have a specific relationship with the
objective value. Therefore, due to this particular reason, it is
advisable to utilize data mining techniques instead of relying on
simple linear forecasting models such as linear regression to address
this issue. The key observation from the results is that none of the
variables exhibit a specific and straightforward relationship with the
target objective value (heating and cooling load). The lack of a clear
and linear association suggests that traditional linear forecasting
models, such as linear regression, may not be suitable for effectively
capturing the complexities within the data. As a result, it is
recommended that the utilization of data mining techniques to
address this issue. This implies that the dataset possesses non-linear
patterns, interactions, or complexities that require more
sophisticated modeling approaches beyond the capabilities of
simple linear models. Data mining techniques, which encompass
a range of advanced algorithms, are proposed as a more appropriate
means to uncover and model the intricate relationships within the
data, allowing for a more accurate and robust prediction of heating
and cooling loads. The structure of Figure 2A, which illustrates the
correlation between the input variables and the heating load,
indicates that there is no discernible linear or non-linear
relationship between this variable and the input data in issue.
Figure 2B exhibits the identical problem, as does the cooling load
variable of the building.

The correlation coefficient criterion has been utilized to assess
the interdependence of the input variables (Table 2). To achieve this
objective, their reliance is assessed and, if required, the dependent
variables are minimized.

The results of examining the dependence between the variables
show that the variables of compression rate and area are dependent
on each other. There is no mathematical relationship between these
two variables. Examining the dependency of input data reveals that
certain input data are entirely independent from other data. For
instance, variables such as orientation and substance are entirely
autonomous from other data. The data on openings and wall-to-
window ratio are just correlated. Nevertheless, both of these might
be regarded as input data owing to their distinct characteristics.

Furthermore, the wall size, surface area, total height, and number of
levels of the building exhibit interdependence rather than complete
independence. The negative symbol in the table denotes the inverse
correlation between the data.

To assess the significance and impact of each variable on the
output, the correlation coefficient has been utilized to examine their
level of dependence on the output variables. The results of this
analysis can be found in Table 3.

The evaluation results indicate a highly significant correlation
between the variables (excluding orientation and material) and the
output variables. The subsequent analysis focuses on the outcomes
derived from the implementation of several models, as well as the
proposed model. According to the Table 3, the variables that have
the most significant influence on the building’s heating and cooling
usage are surface area, wall area, and overall height. There is a direct
correlation between building energy use and these three
characteristics. Surface area and wall are the primary factors that
contribute to energy consumption among these three variables.
Indeed, augmenting the surface area results in a rise in the
energy requirements for both cooling and heating the structure.
Moreover, by enlarging the surface area of the building walls, the
heat transfer with the external surroundings intensifies, thus
impacting the energy consumption of the buildings.

A comparison is made between the fundamental model that
Tsanas and Xifara (2012) presented and the outcomes that were
achieved by putting the suggested models into action. According to
Table 4, the results of applying support vector machine, random
forest, and the hybrid models that were provided in order to forecast
the required heating energy and cooling energy variables
are presented.

It is clear from the results that are shown in Table 4 that the
random forest model is not as effective as the results that were
obtained by Tsanas and Xifara (2012) from their research.
Compared to the random forest model and Tsanas and Xifara
(2012), the results that were reported for the model that was
based on support vector machines indicate that its performance
is greater. When it comes to estimating the amounts of energy that
are necessary for heating and cooling a building, the model that was
just discussed demonstrates an increased capacity and proficiency.

The outcomes of the integrated model’s implementation, which
were generated by sending the weights of the input data to the
integrated data mining models, have been displayed. As previously
stated, the weights (coefficients of the input variables) are
determined at random using this method. Therefore, in order to
derive the error parameters, it is necessary to execute a minimum of
20 iterations of the algorithm and calculate the mean value,
assuming the initial population is stochastic.

For comparison, the result will subsequently be disclosed. The
model evaluation indices presented in Table 4 demonstrate that the
models optimized using the OSA are superior. The MAE, MSE, R2,
and RMSE indices for the traditional SVMmodel are 0.41, 0.65, 0.55,
and 0.97, respectively. The MAE, MSE, R2, and RMSE indicators in
the OSA-SVM model are 0.31, 0.49, 0.87, and 0.85, respectively for
heating load prediction.

OSA-RF, which a hybrid model of the random forest and
metaheuristic algorithm, is the second hybrid model. The model
evaluation indices show that the random forest model has MAE,
MSE, R2, and RMSE indices of 0.59, 0.78, 0.42, and 1.41, respectively.

TABLE 2 Input variables dependency.

Variables S W H St Or Op Wwr M

S 1 −0.22 0.25 0.26 0 0 0 0

W −0.22 1 −0.80 0.11 0 0 −0.84 0

H 0.25 −0.80 1 0.97 0 0 0.46 0

St 0.26 0.11 0.97 1 0 0 0 0

Or 0 0 0 0 1 0 0 0

Op 0 0 0 0 0 1 0.89 0

WWR 0 −0.84 0.46 0 0 0.89 1 0

M 0 0 0 0 0 0 0 1
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TheMAE, MSE, R2, and RMSE indicators for the OSA-RF model are
0.42, 0.59, 0.62, and 1.29, respectively for heating load prediction.

The outcomes of the integrated OSA-SVM model indicate that
this algorithm outperforms SVM by 24% and contributes to the
model’s efficiency. Based on the findings, the integration of a
metaheuristic algorithm with the random forest model yields
comparable performance to the prior model, with an additional
11% efficiency increase for the random forest model.

This section commenced with a statistical analysis of the data
prepared for this problem. Subsequently, a comparison was

made between the outcomes of the newly proposed models
and those of the models previously employed in the problem.
The outcomes indicate that the performance of the proposed
SVM-based model is superior to that of the random forest
model. To enhance the performance of the metaheuristic
model of OSA is conducted and a hybrid models are
introduced. The findings indicate that the integrated model
exhibits superior performance and can be relied upon to
address the challenge of predicting the building’s cooling and
heating energy requirements.

TABLE 3 Output variables dependency.

Input variable Mutual information (normalized) p-value

Heating Load

S 0.501 <0.001

W 0.492 <0.001

H 0.467 <0.001

St 0.243 <0.001

Or 0.018 p > 0.05

Op 0.125 <0.001

WWR 0.389 <0.001

M 0.001 p > 0.05

Cooling Load

S 0.509 <0.001

W 0.508 <0.001

H 0.399 <0.001

St 0.215 <0.001

Or 0.011 p > 0.05

Op 0.092 <0.001

WWR 0.328 <0.001

M 0.008 p > 0.05

TABLE 4 Models performance results.

Index Output Model Tsanas and Xifara (2012)

SVM RF OSA-SVM OSA-RF

MAE HL 0.41 0.59 0.31 0.42 0.51

MSE 0.65 0.78 0.49 0.59 1.03

R2 0.55 0.42 0.87 0.62 -

RMSE 0.97 1.41 0.85 1.29 -

MAE CL 0.87 1.32 0.55 0.77 1.42

MSE 1.01 1.22 0.77 0.98 1.42

R2 0.67 0.42 0.87 0.62 -

RMSE 1.66 1.78 1.02 1.65 -
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4 Conclusion

The substantial role of buildings in global energy consumption
underscores the importance of advancing energy management
practices, and smart buildings stand out as a pivotal evolution in
this realm. This study proposes a noteworthy solution that marks a
significant stride in the development of intelligent residential
environments. The journey towards building intelligence
commences with a meticulous evaluation and prediction of the
requisite heating and cooling energy for a building, considering the
myriad factors influencing it. This study introduces innovative
methodologies employing data mining models to forecast the
cooling and heating energy demands of smart homes. Notably,
SVM and Random Forest techniques are utilized as powerful
data mining tools. In this context, the improved predictive
accuracy and efficiency achieved by these models compared to
alternative approaches were compared.

Furthermore, metaheuristic algorithms, exemplified by the OSA,
are incorporated as effective tools for optimizing outcomes across
diverse problem resolutions. OSA is introduced and proposed
alongside novel data mining methods, displaying its potential to
enhance the performance of Random Forest and SVM-based models
by 11% and 24%, respectively. A distinctive feature of the proposed
models lies in their capacity to generate predictions with minimal
parameters, eliminating the need for intricate software and tools. The
proposed models offer a more inclusive and accessible avenue for
engagingwith predictive analytics in the domain of intelligent buildings.
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