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Introduction: To achieve the “dual carbon” goal, the integrated energy system (IES) needs to take into account both economic and low-carbon requirements while meeting the growing energy demand.
Methods: Therefore, an optimal scheduling model for low-carbon economic operation is proposed. Firstly, a more accurate carbon emission model is used to consider the actual carbon emission of gas load, to improve the original carbon emission model. A ladder-type carbon trading mechanism is introduced to further constrain the carbon emission of IES. Then, the demand-side response model is proposed, which uses the time-of-use price and mutual substitution of electricity, heat, and gas loads to curtail, time-shift, and substitute the load. Finally, an optimal scheduling model with minimum energy purchase cost, wind and photovoltaic curtailment cost, demand response cost, and carbon emission cost is constructed, which is solved by the GUROBI solver.
Results: Through comparative simulation analysis of 6 cases, the results show that the objective function considers the traditional carbon trading cost to reduce carbon emission by about 19.3% compared with the case without considering. After adopting the ladder-type carbon trading mechanism, the carbon emission of IES can be further limited by about 0.35%, and the appropriate carbon trading base price is explored. In addition, after the demand response, the energy purchase cost, carbon trading cost, and carbon emission of IES are reduced by about 3.4%, 18.5%, and 36.2%, respectively, compared with those before the demand response. The simulation results verify the effectiveness of the proposed model.
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1 INTRODUCTION
With the continuous acceleration of the global development process and the growing demand for energy, a low-carbon economy and sustainable development have become the consensus of the international community. Therefore, to lead the world development trend, China proposed to achieve “carbon peaking” before 2030 and “carbon neutrality” before 2060 (the “dual carbon” goal). The power industry, as an important part of energy supply, has been increasing its carbon emission every year, so actively controlling its carbon emission will have a profound impact on the promotion of the “dual-carbon” goal (Mallapaty, 2020; Chen et al., 2021a; Li et al., 2021; Chen et al., 2021).
An integrated energy system (IES) is a system that utilizes multiple energy carriers, including electricity, heat, gas, and transmission media, to achieve multi-energy complementarity, intelligent configuration, and optimal scheduling. It achieves efficient use of energy, reduction of energy costs, and reduction of carbon emission (Li et al., 2021), so it has a positive effect on the achievement of the “dual-carbon” goal.
At present, with the economic operation of IES as the research objective, carbon emission during the operation of IES and its significant role in emission reduction cannot be ignored. Under China’s carbon peaking and carbon neutrality goals, carbon emission should be used as part of the objective function of IES or as a consideration to achieve the purpose of reducing carbon emissions (Zhang et al., 2022). Wei et al. (2016) and Lu et al. (2017) added the carbon trading mechanism to the objective function and considered reducing the cost of carbon trading and optimizing the operating cost of IES, which proves that it can effectively suppress the carbon emission of IESs. Carbon emission models were established, and the carbon emission cost was added to the economic operation cost, which realized the emission reduction of the energy supply system and achieved the operation of the low-carbon economy, but their carbon emission models were slightly abbreviated because the carbon emission of the equipment was only linearly related to the power (Li et al., 2019; Tian et al., 2022). Thus, Qu et al. (2018) and Wang et al. (2019) constructed a carbon emission calculation model and introduced a carbon trading mechanism and carbon trading market to precisely construct an optimization model for the low-carbon operation of IESs and realize the low-carbon operation of the economy of IESs. In addition, a ladder-type carbon trading mechanism is introduced to increase carbon trading cost and added to the objective function to further reduce carbon emission of IESs (Qin et al., 2018; Cui et al., 2021). In the current carbon trading market, many researchers only consider the carbon emissions of coal-fired units, gas turbines (GTs), and gas boilers (GBs) while ignoring the carbon emission from the demand-side gas load, which has a huge base of carbon emission and whose impact should be emphasized.
Demand response (DR), as a two-way communication between the supply side and the demand side, is a way for users to participate in the system scheduling. Based on the energy market price and system requirements, users can change their load demand and obtain certain economic compensation (Chen et al., 2019; Chen et al., 2021a). Wei et al. (2022) constructed price-based and substitution-based demand response models that use the price-demand elasticity matrix to describe the impact of energy prices on user demand and realized the inter-substitution between electricity and heat but ignored the substitutability of gas load, which can further reduce the system energy supply cost and carbon emission. A demand-side flexible response model is constructed, which comprehensively considers the mutual substitution of electricity, heat, and gas loads, and the compensation cost of demand response is added as part of the objective function but does not consider the transfer coefficients among electricity, heat, and gas loads and the capacity constraints of substitutable loads, which need to be effectively constrained by the power of energy substitution (Chen et al., 2021).
Consequently, this paper constructs an optimal operation model of the IES based on electricity, heat, and gas loads cogeneration, which comprehensively considers the ladder-type carbon trading mechanism and demand response. Compared with the existing research, the main contributions and innovations of this paper are summarized as follows:
(1) Based on the original carbon emission model, the carbon emission model of the gas load is added, and the ladder-type carbon trading mechanism is introduced to further constrain the carbon emission. The impact of different carbon trading interval lengths and base prices is analyzed on low-carbon operations.
(2) The impact of demand response is analyzed on the operation of a low-carbon economy, and the inter-conversion substitution of the three types of loads is considered to construct a demand response model for three types of loads.
(3) An optimal operation model to minimize the operation cost is established through the simulation analysis, and under the comparison of a variety of cases, the rationality and effectiveness of the model are verified.
The remainder of this paper is organized as follows: Section 2 introduces the IES structure. Section 3 constructs the ladder-type carbon trading mechanism, including the carbon emission initial quota model, the actual carbon emission model, and the ladder-type carbon trading model. Section 4 constructs the electricity–heat–gas demand response model, including price-based and substitution-based demand responses. Section 5 introduces the IES optimal scheduling model, which considers the ladder-type carbon trading mechanism and demand response. Finally, simulation analysis and conclusion are given in Section 6 and Section 7, respectively.
2 IES STRUCTURE
The IES structure constructed in this paper is shown in Figure 1; the energy supply sources contain a superior power grid, superior gas grid, photovoltaic (PV), and wind turbine (WT). The energy conversion unit contains the gas turbine (GT), gas boiler (GB), heat absorption boiler (HAB), and power-to-gas (P2G). Energy storage units contain electricity, heat, and gas energy storage devices (ES, GS, and HS). The load side contains loads of electricity, heat, and gas, which can jointly participate in the demand response. The total amount of carbon emission from IES includes emissions from the superior grid, gas-consuming devices, and gas load on the demand side, and the P2G device can absorb part of the carbon emission. The carbon emission generated by IES will be measured using the ladder-type carbon trading mechanism.
[image: Figure 1]FIGURE 1 | Structure of IES.
3 LADDER-TYPE CARBON TRADING MECHANISM
Carbon trading is a mechanism to control carbon emissions by establishing legal carbon emission rights and allowing trading. According to the total amount of each emission source, the government or regulatory agencies allocate free emission quotas. If IES emits more carbon than its quota, it needs to buy extra in the carbon trading market; on the contrary, if it emits less than its quota, it can sell the extra emission quota in the market and obtain the corresponding income. The carbon trading mechanism controls carbon emissions through market means, stimulates the enthusiasm of the industry for energy saving and emission reduction, and achieves low-carbon economic operation (Qin et al., 2018). The ladder-type carbon trading mechanism has three main parts: the carbon emission initial quota model, the actual carbon emission model, and the ladder-type carbon trading model.
3.1 The carbon emission initial quota model
In this paper, it is considered that all electricity from the superior power grid is generated by coal-fired units, so the carbon emission sources in the IES include superior coal-fired units, GT, GB, and gas load. The carbon emission quota model is shown as follows:
[image: image]
where [image: image], [image: image], [image: image], [image: image], and [image: image] are the carbon emission quotas of IES, power purchase of the superior power grid, GT, GB, and gas load, respectively; [image: image] and [image: image] are carbon emission quotas per unit of electric power and heating power generated, respectively; [image: image] is the carbon emission quota per unit of the gas load consumed; [image: image] is the electric-to-heat coefficient; [image: image] is the electricity quantity purchased from the superior power grid in the time period t; [image: image] and [image: image] are, respectively, the electric power and heating power of GT in the time period t; [image: image] is the heating power of GB in the time period t; [image: image] is the gas load consumed in the time period t; [image: image] is the scheduling period.
3.2 The actual carbon emission model
The P2G device can absorb part of the carbon emission by consuming electricity. The gas load consumed on the demand side also generates carbon emissions and cannot be ignored, so the actual carbon emission model is improved to consider the carbon emission from the gas load as well (Qin et al., 2018; Chen et al., 2021a; Chen et al., 2021c). The actual carbon emission model is shown as follows:
[image: image]
where [image: image] is the actual total carbon emission of IES; [image: image] is the actual carbon emission from the coal-fired unit purchasing power from the superior power grid; [image: image] is the actual total carbon emission of GT and GB; [image: image] is the actual total carbon emission of gas load; [image: image] is the carbon emission absorbed by the P2G device; [image: image] is the total generating power of GT and GB in the time period t; [image: image], [image: image], and [image: image] are the carbon emission calculation coefficients of the coal-fired unit; [image: image], [image: image], and [image: image] are the carbon emission coefficients of the natural gas energy supply; [image: image] is the equivalent carbon emission coefficient per unit gas load (Zhao et al., 2021); [image: image] is the carbon emission coefficient absorbed by the P2G device; [image: image] is the power of natural gas emitted by the P2G device in the time period t.
3.3 The ladder-type carbon trading model
The carbon emission of the IES participating in carbon trading is represented as follows:
[image: image]
In the traditional carbon trading mechanism, the base price of carbon trading is fixed, while the ladder-type carbon trading mechanism divides carbon emissions into several purchase intervals. As the carbon trading account of the IES continues to increase, the carbon trading cost will also increase. The ladder-type carbon trading model is as follows:
[image: image]
where [image: image] is the carbon trading cost of IES; [image: image] is the base price of carbon trading; [image: image] is the increasing extent of price; [image: image] is the length of the carbon emission interval.
4 THE ELECTRICITY–HEAT–GAS DEMAND RESPONSE MODEL
In the demand response of electricity load, the electricity load can be adjusted according to the characteristics of time-of-use electricity price, and the electricity price power elasticity coefficient is commonly used to describe the changing relationship between the price and load. Therefore, for the heat and gas loads, the load can also be adjusted, and the demand response can be conducted according to the time-of-use heat price and gas price to further realize the economy of IESs.
In addition, it is also necessary to pay attention to the mutual substitution effect of electricity, heat, and gas loads. Through the energy conversion devices inside IES, energy coupling is realized, and it participates in the energy response in the form of multi-energy complementarity. Therefore, loads can participate in demand response not only in their original form but also by substituting other energy sources.
Accordingly, the loads are divided into curtailable, time-shifted, and substitutable loads, and this paper divides the demand response into two segments: first, based on time-of-use prices, electric, heat, and gas loads are subjected to price-based demand response to time-shift and curtail loads; second, utilizing the mutual substitutability of electricity, heat, and gas loads for substitution-based demand response, substitutable energy sources can achieve low-carbon economic operation of IESs.
4.1 Price-based demand response
To guide users to carry out reasonable and standardized energy consumption behavior, the time-of-use electricity price is proposed to curtail and time-shift the electric load curve and achieve the effect of peak-shaving and valley-filling. For heat and gas loads, the loads can also be adjusted according to the peak–flat–valley price to achieve economic operation. The electricity price–quantity elasticity matrix method is a commonly used price-based demand response modeling method, and the electricity price–quantity elasticity coefficient indicates the relationship between the customer’s electricity consumption behavior and changes in electricity price (Thimmapuram and Kim, 2013; Kong et al., 2015). Its expression is represented as follows:
[image: image]
where [image: image] is the elasticity coefficient of load in time period i with regard to electricity price in time period j; [image: image] is the initial load in time period i; [image: image] is the variation in load caused by price change in time period i; [image: image] is the initial electricity price in time period j; [image: image] is the variation of price in time period j.
Regardless of electricity load or heat and gas loads, for their respective time-of-use prices, the elasticity coefficient of a user’s load in time period i with regard to the price in time period j can be defined as follows:
[image: image]
When [image: image], it is [image: image], referred to as the self-elasticity coefficient, which indicates the variation in load in time period i relative to the variation in price in the same time period; when [image: image], referred to as the cross-elasticity coefficient, it indicates the variation in load in time period i relative to the variation in price in time period j. In general, the load in a certain time period is inversely proportional to the price in the same time period and directly proportional to the price in other time periods, so [image: image] and [image: image].
The variation in load in time period i with regard to the time-of-use price can be expressed as follows:
[image: image]
Let [image: image] indicate that, after the implementation of time-of-use price, the rate of variation in load in time period i is expressed as follows:
[image: image]
If [image: image] is referred to as the price-float ratio, which describes the extent of price fluctuation caused by time-of-use price, and considering the time-shifted and curtailed part of the load, then [image: image] can be expressed as follows:
[image: image]
where the first term is the load time-shift from time period i to time period j; the second term is the load curtailed in time period i.
From this, the rate of variation in load among the peak, flat, and valley time periods can be obtained as follows:
[image: image]
where [image: image], [image: image], and [image: image] are the peak, flat, and valley time periods divided according to the time-of-use price, respectively; [image: image], [image: image], and [image: image] indicate the time-shift of load, respectively; [image: image], [image: image], and [image: image] indicate the peak-shaving and valley-filling effects of the load in this time period; this paper argues that the flat periods’ price after the implementation of time-of-use price is higher than before so that in peak periods, [image: image]; in flat periods, [image: image]; and in valley periods, [image: image]; therefore, [image: image] and [image: image] are negative numbers; [image: image] is a positive number; and [image: image], [image: image], and [image: image] are positive numbers. The value of [image: image] needs to be obtained through social surveys such as price fluctuations and user load conditions, and the methodology will not be described in this paper; for the specific values, refer to Zhang et al. (2021).
In summary, the demand response model after the implementation of time-of-use price can be represented as follows:
[image: image]
and
[image: image]
where [image: image], [image: image], and [image: image] are the loads in the peak, flat, and valley periods before demand response, respectively; [image: image] is the quantity of loads after participating in the demand response.
Based on the above demand response method, according to the time-of-use electricity price, heat price, and gas price, this paper makes a preliminary price-based demand response to the three types of loads to time-shift and curtail loads.
4.2 Substitution-based demand response
Users have flexibility in their demand for various types of loads and can choose different energy demands to meet their needs in the same time period to achieve energy saving and emission reduction through an economic lifestyle. For example, ① regarding electricity demand, part of the electricity is used to meet hot water or warming demand, and users can choose to use the heating power provided by the IES or use a gas water heater; ② regarding heating demand, part of the heating power is used for warming or hot water demand, and users can choose to use the electric air conditioner or gas water heater; ③ regarding gas demand, part of the natural gas is used for warming or cooking demand, and users can choose to use an induction cooker and use the heating power provided by the IES for warming. Substitution-based demand response does not change the user’s demand for load and affect the users, and it also compensates the users to stimulate the behavior; therefore, the substitution-based demand response model can be expressed as follows:
[image: image]
where [image: image] and [image: image] are the electric power that is substituted into gas power and heating power in time period t, respectively; [image: image] and [image: image] are the heating power that is substituted into electric power and gas power in time period t, respectively; [image: image] and [image: image] are the gas power that is substituted into electric power and heating power in time period t, respectively; [image: image], [image: image], and [image: image] are the ratios of substitutable loads that can be transferred out from electricity, heat, and gas loads, respectively; [image: image], [image: image], and [image: image] are the ratios of substitutable loads that can be transferred in the electricity, heat, and gas loads, respectively; [image: image] is the electric-to-heat coefficient; [image: image] is the gas-to-heat coefficient; [image: image], [image: image], and [image: image] are the electricity, heat, and gas loads after price-based demand response in time period t, respectively.
Eventually, the electricity, heat, and gas loads after price-based and substitution-based demand response can be obtained, which are as shown in the following:
[image: image]
5 OPTIMAL SCHEDULING MODEL OF IES WITH THE LADDER-TYPE CARBON TRADING MECHANISM AND DEMAND RESPONSE
5.1 Objective function
The IES constructed in this paper considers the costs of carbon trading and demand response and takes the lowest comprehensive cost as the objective function, including the energy purchase cost [image: image], wind and photovoltaic curtailment cost [image: image], demand response cost [image: image], and carbon trading cost [image: image], which are as shown in the following:
[image: image]
(1) Energy purchase cost [image: image]
[image: image]
where [image: image] is the gas amount purchased by the IES in time period t; [image: image] and [image: image] are the prices of electricity and natural gas in time period t, respectively.
(2)Wind and photovoltaic curtailment cost [image: image]
[image: image]
where [image: image] is the penalty cost per unit of wind and photovoltaic curtailment power; [image: image] is the electric power of wind and photovoltaic curtailment in time period t; [image: image] and [image: image] are the upper limits of photovoltaic and wind power generated in time period t, respectively; [image: image] and [image: image] are the power generated by photovoltaic and wind power in time period t, respectively.
(3)Demand response cost [image: image]
[image: image]
where [image: image] is the unit compensation coefficient for participation in the substitution-based demand response.
(4)Carbon trading cost [image: image]
The calculation of carbon trading cost is shown in Equation 4:
5.2 Constraints
5.2.1 Wind and photovoltaic power constraints

[image: image]
5.2.2 Gas turbine constraints

[image: image]
where [image: image] is the gas-to-electric coefficient of GT; [image: image] is the gas power input to the GT in time period t; [image: image] and [image: image] are the upper and lower limits of GT output electric power, respectively; [image: image] and [image: image] are ramp upper and lower limits of GT output electric power, respectively.
5.2.3 Heat absorption boiler constraints

[image: image]
where [image: image] is the absorption efficiency of HAB; [image: image] is the gas-to-heat coefficient of GT; [image: image] is the output heating power of HAB in time period t; [image: image] is the heating power absorbed by HAB in time period t; [image: image] and [image: image] are the upper and lower limits of HAB output heating power, respectively; [image: image] and [image: image] are ramp upper and lower limits of HAB output heating power, respectively.
5.2.4 Gas boiler constraints

[image: image]
where [image: image] is the gas-to-heat coefficient of GB; [image: image] is the gas power input to the GB in time period t; [image: image] and [image: image] are the upper and lower limits of GB output heating power, respectively; [image: image] and [image: image] are ramp upper and lower limits of GB output heating power, respectively.
5.2.5 P2G device constraints

[image: image]
where [image: image] is the conversion coefficient of the P2G device; [image: image] is the electric power input to the P2G in time period t; [image: image] and [image: image] are the upper and lower limits of P2G output gas power, respectively; [image: image] and [image: image] are ramp upper and lower limits of P2G output gas power, respectively.
5.2.6 Energy storage device constraints
This paper constructs an IES containing three types of energy storage devices, namely, electricity, heat, and gas, which further improves the flexibility of operation, and the energy storage devices have similar models, so they are modeled uniformly.
[image: image]
where [image: image] is a binary variable, which indicates the charging and discharging state parameters of energy storage devices in time period t; when it is 0, it indicates discharging, and when it is 1, it indicates charging; [image: image] and [image: image] are the charging and discharging energy power of the energy storage devices in time period t, respectively; [image: image] is the maximum power of a single charge and discharge; [image: image] is the output power of the energy storage devices in time period t, where negative indicates charging and positive indicates discharging; [image: image] and [image: image] are the charging and discharging efficiencies of the energy storage devices, respectively; [image: image] is the ratio of the capacity of the energy storage devices in time period t; [image: image] is the self-loss coefficient of the energy storage devices; [image: image] is the rated capacity; [image: image] and [image: image] are the upper and lower limits of the capacity ratio, respectively.
5.2.7 Energy power balance constraints
This paper does not consider the case of the IES selling electricity to the superior power grid.
[image: image]
[image: image]
[image: image]
Here, [image: image] is the output power of the electricity energy storage device in time period t; [image: image] is the maximum power purchased from the superior power grid; [image: image] is the output power of the heat energy storage device; [image: image] is the output power of the gas storage device.
6 SIMULATION ANALYSIS
This paper selects a region’s typical winter daily load data for simulation optimization, where the scheduling period is 24 h, and the unit scheduling time is 1 h. Figure 2 shows the predicted power of photovoltaic, wind output, and the three types of loads. The parameters of carbon emission calculation, carbon trading, and DR are shown in Table 1. The time-of-use electricity, heat, and gas prices are shown in Tables 2–4, respectively. The [image: image] values of electricity, heat, and gas are −0.03, −0.02, and −0.02, the peak–valley [image: image] value is 0.004, and the peak–flat and flat–valley [image: image] values are both 0.002. The proportions of loads that can be transferred out and can be transferred in as substitutable loads are both 10%. The parameters of the devices in the IES are shown in Tables 5 and 6.
[image: Figure 2]FIGURE 2 | Predicted power of wind power, photovoltaic and loads.
TABLE 1 | Parameters of carbon emission calculation, carbon trading, and DR.
[image: Table 1]TABLE 2 | Time-of-use electricity price.
[image: Table 2]TABLE 3 | Time-of-use heat price.
[image: Table 3]TABLE 4 | Time-of-use gas price.
[image: Table 4]TABLE 5 | Capacity and parameters of each device.
[image: Table 5]TABLE 6 | Energy storage devices.
[image: Table 6]To compare and verify the effectiveness of the IES containing the ladder-type carbon trading mechanism and demand response proposed in this paper on the low-carbon economic operation, with the objective function of minimizing the comprehensive operation cost, the model was conducted via the YALMIP toolkit in MATLAB and solved by Gurobi solver. Six cases, as shown in Table 7 were set up.
TABLE 7 | Comparison of different cases.
[image: Table 7]The optimized scheduling results for the above six cases are shown in Table 8.
TABLE 8 | Operation costs and actual carbon emission of IES in different cases.
[image: Table 8]6.1 Effects of the ladder-type carbon trading mechanism on the operation
6.1.1 Benefits of the ladder-type carbon trading mechanism
The effectiveness of the ladder-type carbon trading mechanism on low-carbon economic operation was compared and analyzed with cases 1, 3, and 6. Table 8 shows the highest carbon emission in case 6 as 39,010.3kg, and the carbon emission values in cases 1 and 3 are approximately 19.3% and 19.7% less than that of case 6, with case 3 reducing the carbon emission by 109.0 kg more. Case 6 has the lowest energy purchase cost of ¥12,178.1, while cases 1 and 3 have increased the cost by ¥641.9 and ¥830.7, respectively. In cases 1 and 3, case 3 carbon trading cost is approximately 58.4% more than that of case 1; in cases 3 and 6, case 6 carbon trading cost is approximately 59.4% more than that of case 3. The total cost of case 6 is the highest and that of case 1 is the lowest.
The carbon trading cost is significantly increased in case 3, leading to some decrease in carbon emission, which is approximately 0.35% less compared to that of case 1, but the total cost is 16.1% more than that of case 1. The objective function of case 6 does not consider the carbon trading cost, which causes its carbon trading cost and carbon emission to be higher, but it is mainly dominated by the energy purchase cost, and the IES primarily selects the lower-cost energy in this case, which reduces the energy purchase cost of case 6 by approximately 5.0% and 6.4% compared with cases 1 and 3, respectively. Moreover, case 6 does not pursue lower carbon emissions, which leads to its higher carbon trading cost and the highest total cost. So, the objective function considers the carbon trading cost and adopts the ladder-type carbon trading mechanism, which is beneficial to the low-carbon operation of IES.
6.1.2 Effect of changing carbon trading base price on the operation
On the basis of case 3, the base price of carbon trading is changed to explore the effect of the base price on carbon emission and the total cost of IES, as shown in Figure 3. In Figure 3, the IES’s total cost rises significantly as the carbon trading base price increases. The carbon trading base price varies in the range of ¥0.10∼¥0.60/kg, and the total cost of the IES shows an ascending trend, while the carbon emission drops extremely fast in the range of 0.10∼0.25 base price, is more stable in the range of 0.25∼0.35, and shows a slow tendency to raise after 0.35; carbon emission is minimized in the vicinity of approximately ¥0.29/kg, which is approximately 31,332.5 kg.
[image: Figure 3]FIGURE 3 | Effect of carbon trading base price on scheduling operation.
In case 3, the objective function includes the carbon trading cost, which is lower when the base price is lower, and the energy purchase cost becomes the dominant factor, so IES chooses energy sources with a lower cost but higher carbon emissions. As the base price increases, the extent of the impact of carbon trading cost rises, and the system chooses lower carbon energy sources in order to significantly reduce the carbon trading cost, resulting in a phenomenon of lower carbon emission. However, as the base price continues to increase, IES tries to reduce the total cost, which becomes difficult to reduce, so IES reduces the total cost by compromising some carbon emissions. Consequently, in this case, appropriately increasing the base price or choosing an optimal base price is conducive to minimizing carbon emission.
6.2 Effects of DR on the operation
6.2.1 Benefits of DR
The effectiveness of the ladder-type carbon trading mechanism on low-carbon economic operation is compared and analyzed with cases 3, 4, and 5. Table 8 shows that, for carbon emission, case 5 is the highest, case 4 is the lowest, and case 4 reduces approximately 18.5% compared to case 3. For carbon trading cost, case 4 is approximately 36.2% less than case 3. For energy purchase cost, case 5 is the lowest, and case 3 is the highest, with a decrease of approximately 3.4% for case 4 compared to case 3, and case 5 decreases by approximately 8.5% and 5.3% compared to cases 3 and 4, respectively.
In cases 3 and 4, the objective function includes the carbon trading cost, but case 4 conducts demand response. In the price-based DR stage reducing energy use in price peak periods, in the substitution-based DR stage, IES will choose both economic and low-carbon energy sources, which makes the carbon trading cost, energy purchase cost, and carbon emission less than that of case 3, and the total cost will be much lower. However, for case 5, the objective function does not include the carbon trading cost, the demand response will only consider the impact of energy purchase cost, and IES will choose more economic energy sources and ignore the carbon emission; therefore, in case 5, although the carbon emission and carbon trading cost are both larger, its energy purchase cost is the lowest among those cases. Hence, DR for the operation of IES system not only reduces carbon emission but also decreases certain energy purchase cost, which is helpful for the low-carbon economic operation of IES.
6.2.2 DR for loads of IES
Based on case 4, the IES first conducts the price-based DR for the initially predicted electricity, heat, and gas loads, as shown in Figure 4. For electricity price, the electricity demand is higher in the morning and evening peak periods, and as the price rises, in order to pursue economy, the load in the peak periods is curtailed and time-shifted to the nighttime and midday periods, which is economically efficient for the users’ energy cost. For heat prices, nighttime warming and heating demand is higher, and heat prices are higher, curtailing and time-shifting acceptable heat demand adjustment after price-based demand response. The same applies to gas load and will not be repeated.
[image: Figure 4]FIGURE 4 | Price-based DR results.
The next step is to conduct substitution-based DR, as shown in Figure 5, which gives the power magnitude of the substitution conducted among the energy sources. After substitution-based DR, the system substitutes heat demand for electricity demand in time periods 1–6 and 22–24, which is due to the lower electricity price. Substituting heat demand for electricity and gas demand in time periods 7–21 is due to the higher electricity prices; heat energy needs to be generated from natural gas through GT and GB devices, and substituting it for gas demand avoids intermediate energy losses and carbon emission. All of the above is the result of the system’s comprehensive consideration of the carbon trading cost and energy purchase cost. Figures 6 and 7 show the substitution-type power for cases 2 and 5, and Figure 8 shows the three types of load curves that ultimately participate in optimal scheduling.
[image: Figure 5]FIGURE 5 | Substitution power for each energy source in case 4.
[image: Figure 6]FIGURE 6 | Substitution power for each energy source in case 2.
[image: Figure 7]FIGURE 7 | Substitution power for each energy source in case 5.
[image: Figure 8]FIGURE 8 | Demand response results.
6.2.3 DR for optimal scheduling of IES operation
Comparing cases 3 and 4, the effect of DR on each device in IES and the purchase of electricity and gas are studied, as shown in Figures 9–11. During 1–6 and 23–24 h, before DR, in order to consume the excess wind and PV power, part of electricity is used for the P2G device; however, after DR, the electricity load rises, the excess wind and PV power is consumed, and the GT output power is diminished; during the peak periods, after DR, the electricity load is decreased, and the purchased electricity power is decreased. The heat load is reduced during all periods of time after DR, decreasing the output of natural gas-consuming devices (GT and GB). After DR, there is some growth in the gas load, but there is a drop in the gas consumption of the GT and GB devices. The above plays the role of energy saving and emission reduction.
[image: Figure 9]FIGURE 9 | Electric power balance in case 3 and 4.
[image: Figure 10]FIGURE 10 | Heating power balance in case 3 and 4.
[image: Figure 11]FIGURE 11 | Gas power balance in case 3 and 4.
7 CONCLUSION
In the paper, an integrated energy system optimal scheduling model containing the ladder-type carbon emission trading mechanism and demand response is constructed, the original carbon emission model is improved, the carbon emission model of gas load is added, and carbon trading cost is introduced in the objective function. Price-based DR for loads is conducted by curtailing and time-shifting electric, heat, and gas loads based on their respective time-of-use prices and then utilizing the mutual substitutability of the three types of loads for substitute-based DR. The conclusions obtained are as follows:
(1) Improving the carbon emission calculation model, supplementing carbon emission of gas load, and including carbon trading cost in the objective function can reduce the carbon emission of IESs. Compared with the traditional carbon trading mechanism, the ladder-type carbon trading mechanism further reduces carbon emission by setting the interval price, and appropriately increasing the base price can achieve the lowest carbon emission.
(2) Engaging gas load in demand response and leveraging the flexibility and substitution of electricity, heat, and gas loads, demand response can further reduce the carbon emission of IESs and enable economic operation.
(3) The optimal scheduling of integrated energy systems with the ladder-type carbon trading mechanism and demand response proposed in this paper, in the day-ahead scheduling, comprehensively considers the operation objective with the energy purchase cost and carbon trading cost as the main body, which reflects its high economy and environmental protection.
The next stage of work can start from refining the two-stage operation process of the P2G device to give full play to the reuse benefit of carbon emission; furthermore, we can consider applying carbon capture and storage technology to reduce the carbon emission more efficiently and establish a highly efficient, low-carbon, and economic integrated energy system.
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