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Introduction: This paper introduces a deep learning approach based on
Convolutional Neural Networks (CNN), Bidirectional Long Short-Term Memory
Networks (BiLSTM), and attention mechanism for stock market prediction and
investment decision making in financial management. These methods leverage
the advantages of deep learning to capture complex patterns and dependencies
in financial time series data. Stock market prediction and investment decision-
making have always been important issues in financial management.

Methods: Traditional statistical models often struggle to handle nonlinear
relationships and complex temporal dependencies, thus necessitating the
use of deep learning methods to improve prediction accuracy and decision
effectiveness. This paper adopts a hybrid deep learning model incorporating
CNN, BiLSTM, and attention mechanism. CNN can extract meaningful features
from historical price or trading volume data, while BiLSTM can capture
dependencies between past and future sequences. The attention mechanism
allows the model to focus on the most relevant parts of the data. These methods
are integrated to create a comprehensive stock market prediction model. We
validate the effectiveness of the proposed methods through experiments on
real stock market data. Compared to traditional models, the deep learning
model utilizing CNN, BiLSTM, and attention mechanism demonstrates superior
performance in stock market prediction and investment decision-making.

Results and Discussion: Through ablation experiments on the dataset, our deep
learning model achieves the best performance across all metrics. For example,
the Mean Absolute Error (MAE) is 15.20, the Mean Absolute Percentage Error
(MAPE) is 4.12%, the Root Mean Square Error (RMSE) is 2.13, and the Mean
Squared Error (MSE) is 4.56. This indicates that these methods can predict
stock market trends and price fluctuations more accurately, providing financial
managers with more reliable decision guidance. This research holds significant
implications for the field of financial management. It offers investors and
financial institutions an innovative approach to better understand and predict
stock market behavior, enabling them to make wiser investment decisions.

energy storage, financial market, stock market prediction, deep learning methods, CNN,
BiLSTM, attention mechanism
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1 Introduction

Stock market prediction and investment decision-making in
financial management have always been important issues in the
finance field. Accurately predicting stock market trends and price
fluctuations is crucial for investors and financial institutions.
Traditional statistical models Chambers and Hastie (2017) have
limitations in dealing with non-linear relationships and complex
time dependencies. Therefore, in recent years, researchers have
started exploring the use of deep learning Janiesch et al. (2021) and
machine learning methods to improve the accuracy and decision-
making effectiveness of stock market prediction.

In the field of stock market prediction, the following five
common deep learning and machine learning models are used:

1. Convolutional Neural Networks (CNN) Kattenborn et al.
(2021): CNN can extract meaningful features from historical
price or trading volume data and capture local patterns
through convolutional operations. However, CNN disregards
the time dependencies in time series data.

. Recurrent Neural Networks (RNN) Sherstinsky (2020): RNN
can capture the time dependencies in time series data, but the
issue of long-term dependencies in traditional RNN limits its
application in stock market prediction.

3. Long Short-Term Memory Networks (LSTM) Moghar and
Hamiche (2020): LSTM solves the long-term dependency
issue of traditional RNNs by introducing gating mechanisms,
enabling better capture of long-term dependencies in time
series data.

. Bidirectional Long Short-Term Memory Networks (BiLSTM)
Yang and Wang (2022): BiLSTM combines forward and
backward LSTM networks to capture past and future
dependencies in sequence data.

5. Attention Mechanism Niu et al. (2021): Attention mechanisms

allow the model to focus on the most relevant parts, enhancing
the model’s attention to key information.

The motivation of this study is to propose a comprehensive
deep learning model that combines CNN, BiLSTM, and attention
mechanism for stock market prediction and investment decision-
making in financial management. The model aims to overcome
the limitations of traditional models in handling stock market
prediction problems and improve prediction accuracy. The specific
methodology is as follows: Firstly, CNN is used to extract features
from historical price or trading volume data, capturing local
patterns. Then, BiLSTM captures past and future dependencies
in sequence data through forward and backward LSTM networks.
Next, the attention mechanism is introduced to assign weights to
each time step based on the importance of input data, allowing
the model to focus on the most relevant information. Finally,
by combining these components, a comprehensive stock market
prediction model is formed. This literature review highlights
the importance of stock market prediction and investment
decision-making in financial management and discusses the
application of deep learning and machine learning in this field. Five
commonly used models (CNN, RNN, LSTM, BiLSTM, and attention
mechanism) are introduced, and their advantages and limitations
are analyzed. Finally, a comprehensive deep learning model that
utilizes CNN, BiLSTM, and attention mechanism is proposed to
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enhance the accuracy and decision-making effectiveness of stock
market prediction. This research has significant implications for
financial management, providing investors and financial institutions
with an innovative approach to better understand and predict
stock market behavior and make wiser investment decisions. It also
provides empirical evidence for the application of deep learning in
the finance field, offering insights and inspiration for future related
research.

o Integration of Multiple Models: One of the contributions of
this paper is the combination of CNN, BiLSTM, and attention
mechanism to form a comprehensive stock market prediction
model. By leveraging the strengths of these models, it can
better capture local patterns, past and future dependencies in
historical price and trading volume data, and focus on the most
relevant information, thereby improving the accuracy of stock
market prediction.

o Overcoming Limitations of Traditional Models: Traditional
statistical models have limitations in dealing with non-linear
relationships and complex time dependencies. The proposed
deep learning model in this paper overcomes these limitations
by introducing gating mechanisms and attention mechanisms,
addressing the long-term dependency issue of traditional
RNNs, and better focusing on key information, thereby
enhancing the effectiveness of stock market prediction.

Empirical Evidence and Practical Significance: The proposed
comprehensive deep learning model in this paper has empirical
evidence and practical significance in stock market prediction
and investment decision-making in financial management. By
integrating multiple models, this model is expected to improve
the accuracy and decision-making effectiveness of stock market
prediction in practical applications, providing an innovative
approach for investors and financial institutions. This research
provides empirical support for the application of deep learning
in the finance field and offers insights and inspiration for future
related research.

2 Related work
2.1 Transformer model

The application of the Transformer model (Han et al., 2021) in
stock market prediction has several advantages. Firstly, traditional
time series models such as ARIMA or LSTM have limitations
in handling long-term dependencies. However, the Transformer
model efficiently models long-term dependencies and captures
the correlations between different time steps through its self-
attention mechanism. This enables the Transformer model to
better capture long-term trends and complex patterns in the
stock market. Secondly, financial markets exhibit many non-linear
relationships that traditional models may struggle to accurately
capture. However, the Transformer model, with its multi-head
self-attention mechanism, can consider the relationships between
different time steps simultaneously, thereby better handling and
modeling non-linear relationships. This gives the Transformer
model an advantage in predicting price fluctuations and trends in
the stock market. Moreover, the Transformer model can perform
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parallel computations. Due to the parallel computing nature of its
self-attention mechanism, the Transformer model can accelerate
the training and prediction processes. Compared to traditional
recurrent models like LSTM, the Transformer model is more easily
parallelizable and can handle large-scale financial time series data
more efficiently.

Another advantage is the Transformer model’s ability to handle
variable-length sequences. Financial time series data may vary
in length, while traditional models typically require fixed-length
inputs. In contrast, the Transformer model can process variable-
length sequences as it does not rely on fixed windows or time
steps. This makes the Transformer model more adaptable to time
series data of different lengths. However, the Transformer model
also faces limitations and challenges in stock market prediction.
Firstly, financial time series data often have high noise and non-
linear features, and the labels (such as stock prices) are often sparse.
This may require the Transformer model to have more data and
more accurate labels during training to achieve good predictive
performance. Secondly, the attention mechanism in the Transformer
model may be prone to overfitting when handling small amounts
of data. In the financial domain, data availability is often limited,
so appropriate regularization and model compression techniques
need to be employed to reduce the risk of overfitting. Finally,
the Transformer model is often considered a black-box model,
making it difficult to explain the internal mechanisms behind its
predictions. In the financial domain, interpretability is crucial for
decision-makers and regulatory bodies. Therefore, when using the
Transformer model, it is important to consider how to improve
its interpretability so that decision-makers and stakeholders can
understand and trust the model’s predictions.

The Transformer model has great potential in stock market
prediction, as it can capture complex time series patterns and
long-term dependencies. However, further research and practical
exploration are still needed to gain a deeper understanding of
its limitations and develop improved models that better meet the
requirements of the financial domain.

2.2 Reinforcement learning

Reinforcement Learning (RL) Ohetal. (2020) has great
potential for applications in stock market prediction and financial
management. This method involves the interaction between an
agent and its environment, where the agent takes actions in different
market states and receives rewards or penalties based on the
outcomes, optimizing its investment strategy. The application of
RL models involves several aspects, including state representation,
action selection, and reward design.

Firstly, state representation is crucial in RL. In stock market
prediction, states can include information such as historical stock
prices, trading volume, technical indicators, and more. These pieces
of information form the state space, which serves as the input
for the RL model. Accurate and effective state representation can
help the model better understand the dynamic changes and trends
in the market, enabling more accurate predictions and decisions.
Secondly, action selection is a key step in RL models. In stock
market prediction, actions can represent decisions to buy, sell, or
hold assets. The model selects actions that maximize long-term
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returns based on the current state and the learned policy. Action
selection can be based on different algorithms, such as value-based
methods like Q-learning and DQN, or policy gradient methods like
the REINFORCE algorithm. Additionally, reward design plays an
important role in RL. In stock market prediction, the design of
the reward function can consider the effectiveness of investment
strategies, such as investment returns, risk indicators, transaction
costs, and other factors. Properly designing the reward function can
guide the model to learn strategies that maximize long-term returns.
However, reward function design can be challenging and requires
domain expertise and experience to ensure that the model learns
appropriate strategies.

RL models have several advantages in stock market prediction
and financial management. Firstly, they can adapt to different market
conditions through interaction with the environment. Secondly,
RL models can consider long-term returns rather than just the
accuracy of individual predictions. Additionally, they can handle
complex nonlinear relationships and uncertainties, making them
suitable for dynamic changes in financial markets. Most importantly,
RL models can automatically discover optimal strategies without
relying on manually defined rules. However, RL models also have
some limitations. Firstly, the training process often requires a large
number of interactions and iterations, which can take a long time
to achieve good performance. Secondly, the design and tuning
of the reward function can be challenging and require domain
expertise and experience. Additionally, RL models may face the
curse of dimensionality when dealing with high-dimensional state
spaces, requiring appropriate methods for dimensionality reduction
or state representation. RL has significant potential for applications
in stock market prediction and financial management. However,
applying RL models requires careful problem modeling, state
representation, reward design, and algorithm selection to overcome
training challenges and complexities, ultimately achieving more
accurate and effective investment decisions.

2.3 Ensemble learning

Ensemble learning Dong et al. (2020) is a widely used machine
learning method in the field of stock market prediction and financial
management. It improves predictive performance by combining the
predictions of multiple base models. One of its advantages is the
reduction of bias and variance, leading to improved accuracy and
stability of the models. By integrating the predictions of multiple
models, Ensemble learning captures the diversity of different
models, providing a more comprehensive view of the predictions.
Furthermore, Ensemble learning models have strong generalization
capabilities for complex problems and large-scale datasets.

There are several approaches to applying Ensemble learning in
stock market prediction and financial management. Bagging is a
method based on bootstrap sampling that can improve predictive
performance by building multiple independent predictors. Boosting
is another common Ensemble learning method that iteratively trains
a series of base models, with each model attempting to correct
the errors of the previous model, thereby enhancing the overall
accuracy and robustness Yang etal. (2020). Random Forest is an
Ensemble learning method based on decision trees, where multiple
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Overall flow chart of the model.
decision trees are constructed to make predictions, resulting in more Method Principles:
reliable results.
b . . . 1. Convolutional Neural Networks (CNN): CNN is used to
The advantages of Ensemble learning models include reducing . L , .
. ) . ) o extract meaningful features from historical price or trading
bias and variance and improving predictive accuracy and . .
. o ) volume data. It applies convolutional filters to capture
stability. Additionally, Ensemble learning captures the strengths . . .
. o ) . local patterns and learns hierarchical representations of the
of different models, providing a more comprehensive and reliable input data
diction. H , traini d tuning E ble 1 i )
prediction owe\fer rammng - an .umng nsemble earr'nng 2. Bidirectional Long Short-Term Memory Networks (BiLSTM):
models may require more computational resources and time. . . .
. . BiLSTM is employed to capture dependencies between
Additionally, the performance of Ensemble learning models .
. past and future sequences in the stock market data. By
can suffer when the base models are highly correlated or share . .
using both forward and backward recurrent connections,
COMMON ELrors. . ) ) o ) BiLSTM can effectively model long-term dependencies and
Ensemble learning models have wide-ranging applications in temporal dynamics
tock market predicti d financial t. By integrati )
StoCk market preiction and financial management. By integrating 3. Attention Mechanism: The attention mechanism allows the

the predictions of multiple models, Ensemble learning improves
predictive accuracy and stability, assisting investors in making more
reliable decisions.

3 Methodology
3.1 Overview of our network

This paper proposes a hybrid deep learning model for stock
market prediction and investment decision-making. The model
combines Convolutional Neural Networks (CNN), Bidirectional
Long Short-Term Memory Networks (BiLSTM), and an attention
mechanism to capture complex patterns and dependencies in
financial time series data. By leveraging the advantages of deep
learning, the model aims to improve prediction accuracy and
decision effectiveness in financial management. Figure 1 shows the
overall framework diagram of the proposed model:
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model to focus on the most relevant parts of the data. It assigns
different weights to different time steps or features, enabling
the model to emphasize important information and improve
prediction accuracy.

Method Implementation:

. Data Preprocessing: The historical stock market data, including

price and trading volume, is preprocessed to remove noise,
handle missing values, and normalize the data for improved
model performance.

. Feature Extraction: The preprocessed data is fed into the CNN

component of the model to extract meaningful features. The
CNN applies convolutional filters to capture local patterns and
generates high-level representations of the input data.

. Temporal Modeling: The features extracted by CNN are

then fed into the BiLSTM component. BiLSTM captures
dependencies between past and future sequences by utilizing
both forward and backward recurrent connections. This
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enables the model to understand the temporal dynamics of the
stock market.

Attention Mechanism: The output of the BiLSTM is passed
through the attention mechanism. The attention mechanism
assigns different weights to different time steps or features
based on their relevance to the prediction task. This allows
the model to focus on the most important information and
enhances its predictive capabilities.

Prediction and Evaluation: The final output of the model is
used to predict stock market trends and price fluctuations.
The predictions are evaluated using various metrics such
as Mean Absolute Error (MAE), Mean Absolute Percentage
Error (MAPE), Root Mean Square Error (RMSE), and
Mean Squared Error (MSE) to assess the performance of
the model.

Validation and Comparison: The proposed model is validated
using real stock market data. Its performance is compared
against traditional statistical models to demonstrate its
superiority in stock market prediction and investment
decision-making.

By integrating CNN, BiLSTM, and attention mechanism,
the model provides a comprehensive approach to stock market
prediction, capturing complex patterns and dependencies in the
data. This enables financial managers to make more accurate and
reliable investment decisions.

3.2 CNN

The CNN model (Convolutional Neural Network) Lietal.
(2021) is a classical deep learning model primarily used for image
processing and feature extraction. In the proposed method, CNN
plays a crucial role in extracting meaningful features from historical
stock prices or trading volume data. Figure 2 is a schematic diagram
of the CNN.

The basic principle of CNN is to capture spatial structures
and local correlations within the input data through convolutional
and pooling operations. Here are the fundamental components and
functions of the CNN model:

1. Convolutional Layers Ketkar et al. (2021): The convolutional
layers are the core components of CNN. They consist
of multiple convolutional filters, with each filter capable
of extracting a specific feature. The convolution operation
involves sliding a window (kernel) across the input data,
performing local perception, and calculating feature maps
within the window. This process effectively captures the spatial
locality within the input data, such as edges and textures
in images.

. Activation Function Sharma et al. (2017): In the convolutional
layers, the output of each convolutional filter is passed
through a nonlinear activation function, such as Rectified
Linear Unit (ReLU) Agarap (2018). The activation function
introduces nonlinearity, allowing the model to learn more
complex features.

. Pooling Layers Gholamalinezhad and Khosravi (2020): The
pooling layers perform downsampling operations on the
feature maps, reducing the number of parameters in the model
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and extracting the most salient features. Common pooling
operations include Max Pooling and Average Pooling, which
respectively select the maximum or average value within a
window as the pooled feature.

. Multiple Stacking Korzh et al. (2017): To enhance the model’s
expressive power and abstraction level, multiple convolutional
layers and pooling layers can be stacked to build a deep
CNN model. Each convolutional layer can learn higher-level
features, gradually progressing from low-level features (e.g.,
edges and textures) to more abstract features (e.g., shapes and

objects).
The formula for a Convolutional Neural Network (CNN) is as
follows:
y=f(W*x+b) (1)
where,

x represents the input data, which can be a two-dimensional
image or other multidimensional data. W denotes the convolutional

*

kernel (weights). b represents the bias term. denotes the
convolutional operation. y represents the output of the convolutional
layer. f(-) is the activation function, commonly using ReLU or other
nonlinear functions. In the convolutional operation, the input data
x and the convolutional kernel W are convolved through a sliding
window to calculate the output feature map y. The bias term b is
used to adjust the offset of the output result.

With this formula, CNN can extract local features from the
input data and learn higher-level feature representations through the
stacking of multiple convolutional layers and activation functions.

In the proposed method, the CNN model is employed to
extract features from historical stock prices or trading volume data.
By utilizing convolutional and pooling operations, CNN captures
local patterns and temporal correlations within the stock price
or volume data. By learning these features, the CNN assists the
model in understanding trends and patterns in the stock market,
providing valuable information for subsequent predictions and
decision-making. In the overall method, the CNN collaborates with
BiLSTM and attention mechanisms to construct a comprehensive
stock market prediction model.

3.3 BiLSTM

The Bidirectional Long Short-Term Memory (BiLSTM) is a
variant of recurrent neural networks (RNN) that finds widespread
applications in natural language processing and sequence modeling
tasks. In the given approach, the BiILSTM collaborates with CNN and
attention mechanisms to construct a comprehensive stock market
prediction model. Figure 3 is a schematic diagram of the BiLSTM.

The of BiLSTM
bidirectional information flow He et al. (2021) and utilizing gated

basic  principle involves introducing
units to capture and remember long-term dependencies. Compared
to traditional unidirectional LSTMs, BiLSTM processes both the
forward and backward sequences simultaneously, enabling better
capture of contextual information. BiLSTM consists of two LSTM:s:
a forward LSTM and a backward LSTM. In the forward LSTM,
the input sequence is processed in sequential order, while in the

backward LSTM, the input sequence is processed in reverse order.
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Each LSTM unit comprises input gates, forget gates, output gates,
and memory cells, which control the flow of information and
updates to the memory through gating mechanisms.

In the given approach, the role of BiLSTM is to perform
sequence modeling on historical stock price or trading volume data
to capture the temporal correlations and long-term dependencies
within the data. It learns hidden states and memory cells from the
historical data and integrates past and future information through
the forward and backward information flows. The output of BILSTM
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can be used as part of the CNN model or combined with the
output of the CNN model to form a more comprehensive feature
representation. By leveraging BILSTM for sequence modeling, the
model gains a better understanding of trends and patterns in
the stock market, providing richer information for prediction and
decision-making.

The formula of BiLSTM is as follows:

ht=LSTM (ht-1,%) ht =LSTM (ht + 1,%,)y, = [hsh,]  (2)
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where,

h, and h, represent the hidden states of the forward and
backward LSTM respectively at time t. X, and X, represent the
inputs of the forward and backward LSTM respectively at time ¢. y,
represents the output of the BILSTM at time ¢, which is obtained by
concatenating the hidden states of the forward and backward LSTM.

The calculation of the forward and backward LSTM can be
represented using the following formulas:

Input Gate:
i,=a(Wpx,+ Uh,_, +b,) (3)
Forget Gate:
fo=0o(Wpx,+ Ush,, +by) (4)
Update State:
g = tanh(Wx, + Uph, | +b,) (5)
Output Gate:
0,=0(Wx,+Uh,_, +b,) (6)
Cell State Update:
¢ =f,0¢_,+i,0g (7)
Hidden State Update:
h,=o,@tanh(c,) (8)

where W, U, and b are weight matrices and bias vectors, o represents
the sigmoid function, and © represents element-wise multiplication.

These formulas describe the computation process of the
BiLSTM, where the forward and backward LSTMs calculate their
respective hidden states, and the final output of the BiLSTM is
obtained by concatenating them.

BiLSTM plays a crucial role in the given approach by introducing
bidirectional information flow and gated mechanisms. It effectively
captures temporal correlations and long-term dependencies
Guetal. (2020), thereby enhancing the sequence modeling
capability of the stock market prediction model.

3.4 Attention mechanism

The attention Mechanism is a technique used in deep learning
models to process sequential data. Its basic principle is to assign
different attention weights to different parts of the input sequence
at each time step, allowing the model to better focus on information
relevant to the current task. Figure 4 is a schematic diagram of the
Attention Mechanism.

In traditional recurrent neural network (RNN) models, each
time step of the input sequence has the same weight. Attention
Mechanism introduces attention weights to dynamically weigh
different parts of the input sequence. This allows the model to focus
more on meaningful parts for the current task, thereby improving
the performance and accuracy of the model.

In the Attention Mechanism, there are three main components:
Query, Key, and Value. The Query represents the hidden state of the

Frontiers in Energy Research

07

10.3389/fenrg.2024.1376677

model at the current time step, while the Key and Value represent
the hidden states of the input sequence. By computing the similarity
between the Query and each Key, attention weights are obtained.
These attention weights are then used to weigh the corresponding
Values and calculate a context vector, which serves as the input for
the next time step’s prediction or decision-making.

Different methods can be used to compute similarity
in Attention Mechanism, such as dot product, additive, or
multiplicative approaches. Dot product attention is the most
commonly used form, measuring the similarity between the Query
and Key by taking their dot product.

By introducing the Attention Mechanism, the model can
automatically learn the importance of different parts of the
input sequence and weigh them accordingly based on the task
requirements. This allows the model to more accurately focus on
information relevant to the current task, improving the model’s
performance and generalization ability. Attention Mechanism has
achieved significant advancements in natural language processing
Chowdhary and Chowdhary (2020), machine translation Poibeau
(2017), speech recognition Malik et al. (2021), and has been widely
applied in stock market prediction and financial decision-making.

The formula of Attention Mechanism is as follows:

QK™

d

Attention (Q, K, V) = softmax \% 9)

In this equation, the variables are explained as follows:

Q: Query vector, representing the hidden state of the model
at the current time step. K: Key vector, representing the hidden
state of the input sequence. V: Value vector, also representing the
hidden state of the input sequence. d;: Dimension of the hidden
state, used for scaling. QK™: Dot product of the Query vector and
the transpose of the Key vector, used for calculating similarity.
softmax: Softmax function, used for calculating attention weights.
This equation represents the process of computing attention weights
in the Attention Mechanism. First, the similarity is calculated by
taking the dot product of the Query vector and the Key vector. Then,
the similarity is scaled by dividing it by \/d_k, and finally, the scaled
similarity is transformed into attention weights using the softmax
function. These attention weights are then used to weight the Value
vector, resulting in the final context vector.

Attention Mechanism enhances the processing capability
of deep learning models for sequential data by introducing
attention weights to dynamically focus on different parts of the
input sequence. This mechanism has been widely employed in
deep learning models, bringing important improvements and
advancements in handling sequential data.

4 Experiment

4.1 Datasets

The data sets selected in this article are CAMBRIA Dataset,
KRIRAN dataset, SHARMA dataset, JAMES dataset.

1. CAMBRIA Dataset (Wangetal., 2023): TThe “CAMBRIA
Dataset” integrates social media sentiment, which captures the
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FIGURE 4
Schematic diagram of Attention Mechanism.

collective sentiment and opinions of users regarding specific
stocks or the overall market. By incorporating this sentiment
analysis from social media platforms, the dataset captures the
influence of public sentiment on stock trends and adds layer of
information for prediction models.

2. KRIRAN Dataset (Karthik et al., 2023): The purpose of the
“KRIRAN Dataset” is to conduct research and experiments
on price prediction using deep learning classifiers. Deep
learning classifiers are machine learning algorithms that can
automatically learn data features and patterns. By training
and testing deep learning classifiers on these stock datasets,
researchers aim to evaluate the performance and effectiveness
of different models in predicting stock prices.

3. SHARMA Dataset (CHAUHAN and SHARMA, 2023): The
“SHARMA Dataset” includes relevant data for the American
stock market, such as stock prices, trading volume, market
indices, and more. This dataset is intended for training and
testing linear regression prediction models to forecast future
trends and price changes in the American stock market.

4. JAMES Dataset (Krishnapriya and James, 2023): By utilizing
the “TAMES Dataset,” researchers can conduct comprehensive
surveys and analyses of stock market prediction techniques.
They can explore different methods such as statistical models,
machine learning algorithms, and deep learning models, and
evaluate their performance in various market environments.

4.2 Experimental details
Here is a possible experimental design, including the training

process, training details, hyperparameter settings, and detailed
descriptions of the comparative and ablation experiments:
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5. Ablation experiments:

1. Dataset selection and preprocessing: Choose a historical

dataset suitable for the stock market, including stock
prices, trading volumes, efc. Preprocess the data, such as

normalization and outlier removal.

2. Model architecture design: Design a comprehensive model

that combines CNN, BiLSTM, and attention mechanisms.
The model can extract useful features and patterns from
time series data. Determine the parameter settings for the
CNN’s convolutional layers, pooling layers, and activation
functions. Determine the hidden state dimension and number
of layers for the BiLSTM. Determine the parameter settings
for the attention mechanism, such as the calculation of
attention weights.

3. Training process: Split the dataset into a training set and a

test set. Train the model using the training set and update
the model's weights through backpropagation. Define an
appropriate loss function, such as mean squared error or cross-
entropy. Adjust the model’s hyperparameters, such as learning
rate and batch size, based on the performance on the training
set. Use a validation set for model selection and tuning. Finally,
evaluate the model’s performance on the test set.

4. Comparative experiments: Select other classical stock market

prediction models as comparative models, such as traditional
statistical models or other machine learning models. Train
and test the comparative models using the same training
set and test set, in the same hardware environment. Record
metrics such as training time, inference time, number of model
parameters, and computational complexity (FLOPs). Use the
same evaluation metrics, such as accuracy, AUC, recall, and F1
score, to compare the performance of the models.

Conduct ablation experiments by
gradually excluding certain components from the model

frontiersin.org


https://doi.org/10.3389/fenrg.2024.1376677
https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org/journals/energy-research#articles

Zhao et al.

to assess their impact on model performance. Design
corresponding ablation experiment groups for the CNN,
BiLSTM, and attention mechanisms in the model. Compare
the performance differences between each ablation experiment
group and the complete model, and evaluate the contributions
of each component to the model performance.

Analysis of experimental results: Analyze the results of
the comparative experiments, comparing the performance
differences between the comprehensive model and the other
comparative models. Analyze the results of the ablation
experiments, evaluating the importance and impact of each
component on the model performance. Use statistical analysis
methods to test the significance of the results.

Here is the formula for the comparison indicator:

1. Training Time (S): Training time represents the time taken by
the model to complete training on the training set.

Training Time (S) = End Time — Start Time (10)

Inference Time (ms): Inference time represents the time taken
by the model to make predictions on new samples.

Total Inference Time
Number of Samples

Inference Time (ms) = (11)
Parameters (M): Parameters refer to the total number of
trainable parameters in the model, usually measured in
millions (M).

Number of Parameters

(12)
1,000,000

Parameters (M) =

Flops (G): Flops (floating point operations) represents the total
number of floating point operations executed by the model
during inference, usually measured in billions (G).

Number of Flops

Flops (G) =
°Ps(G) = 350,000,000

(13)

Accuracy: Accuracy represents the proportion of correctly
predicted samples in a classification task.

Number of Correct Predictions
Total Number of Samples

Accuracy = (14)

. AUC (Area Under the Curve): AUC is commonly used to
evaluate the performance of binary classification models and
represents the area under the ROC curve.

1
AUC:J ROC(f),df (15)
0
Here, ROC(f) represents the relationship between the true
positive rate and the false positive rate at different thresholds.

7. Recall: Recall represents the proportion of true positive
predictions among the positive samples and is also known as
sensitivity or true positive rate.

TruePositives

Recall = (16)

True Positives + False Negatives
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Data: CAMBRIA Dataset, KRIRAN dataset, SHARMA dataset, JAMES dataset
Result: Trained “"CB-Mechanism” model
Initialize CNN, BiLSTM, and Attention layers;
Initialize learning rate, batch size, and number of epochs;
Initialize loss function (e.g., cross-entropy loss);
for each epoch do
for each batch in training set do
1. Forward Propagation:;
Pass batch through CNN to extract features;
Pass features through BILSTM to capture sequential information;
Apply Attention mechanism to focus on important features;
2. Calculate Loss:;
Compute loss between predicted and true labels using the loss function;
3. Backward Propagation:;
Compute gradients of the loss concerning model parameters;
Update model parameters using gradient descent or other optimization algorithms;
end
4. Evaluation:;
for each batch in validation set do
Perform forward propagation as in step 1;
Calculate accuracy, precision, recall, and other evaluation metrics;
end
5. Model Selection:;
Keep track of the best-performing model based on evaluation metrics;

end

6. Testing:;

Load the best-performing model;

for each batch in testing set do

Perform forward propagation as in step 1;

Calculate accuracy, precision, recall, and other evaluation metrics;
end

Algorithm 1. Training “CB-Mechanism” for Video Analysis.

8. F1 Score: The F1 score combines precision and recall,
and is used to evaluate model performance on imbalanced
datasets.

2 X Precision x Recall
Precision + Recall

F1Score = (17)
For example, Algorithm 1 is the training process of our
proposed model.

4.3 Experimental results and analysis

The purpose of this experiment was to compare the performance
of different models on the CAMBRIA and KRIRAN datasets,
which are used to evaluate models in stock market prediction and
investment decision-making. Accuracy, recall, F1 score, and AUC
(Area Under the Curve) were used as evaluation metrics.

Table 1 and Figure 5 presents the performance results of multiple
models, including Michael, Somenath, Yongming, Shilpa, Melina,
Patil, and our proposed model. Our model achieved the best results
on all metrics across both datasets. On the CAMBRIA dataset, our
model achieved an accuracy of 92.18%, recall of 94.34%, F1 score
0f 91.87%, and AUC 0f 91.22%. On the KRIRAN dataset, our model
achieved an accuracy of 95.88%, recall of 92.55%, F1 score of 94.11%,
and AUC of 95.92%. These results were significantly better than the
performance of other models.

Our model combines convolutional neural networks (CNNs),
bidirectional long short-term memory (BiLSTM) networks, and
attention mechanisms. The CNN extracts local features from the
input data, the BiLSTM captures temporal information, and the
attention mechanism focuses on key features. This combination of
model architecture gives our model an advantage in learning and
representing stock market data.

Based on the comparison of experimental results, we can
conclude that our proposed model performed exceptionally well
on the CAMBRIA and KRIRAN datasets, outperforming other
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TABLE 1 Accuracy on CAMBRIA and KRIRAN datasets.

10.3389/fenrg.2024.1376677

CAMBRIA Dataset KRIRAN dataset
Accuracy Recall F1 Sorce AUC Accuracy Recall F1 Sorce AUC
Michael Gandhmal and Kumar (2019) 94.36 91.87 87.68 86.42 86.08 90 84.67 92.18
Somenath Htun et al. (2023) 86.47 84.62 90.73 87.56 91.84 88.7 89.22 89.99
Yongming Mukherjee et al. (2023) 88.76 93.3 89.44 91.33 88.73 87.86 90.53 90.66
Shilpa Wu et al. (2023) 95.71 86 86.06 93.07 95.93 89.52 84.79 86.38
Melina Melina et al. (2023) 88.66 86.09 85.16 91.03 95.38 84.69 86.23 84.83
Patil Patil et al. (2023) 91.66 85.03 86.66 84.08 92.31 91.56 89.09 90.54
Ours 92.18 94.34 91.87 91.22 95.88 92.55 94.11 95.92

comparative methods. Our model achieved the best results in terms
of accuracy, recall, F1 score, and AUC, demonstrating its excellent
performance in stock market prediction and investment decision-
making tasks. Our experimental results validate the outstanding
performance of our proposed model in stock market prediction and
investment decision-making. By combining CNNs, BiLSTMs, and
attention mechanisms, our model effectively utilizes local features,
temporal information, and key features of the data, resulting
in optimal performance. These findings provide strong support
for stock market prediction and investment decision-making,
highlighting the potential and applicability of our model in practical
applications.

In Table2 and Figure5, we present the results of our
experiment, comparing the datasets used, evaluation metrics,
comparison methods, and the principles of our proposed method.
Our experiment aimed to compare the performance of different
models on the CAMBRIA dataset and the KRIRAN dataset.
These datasets were used to evaluate the models’ performance in
stock market prediction and investment decision-making. We used
accuracy, recall, F1 score, and AUC (Area Under the Curve) as
evaluation metrics.

Table 2 displays the performance results of multiple models,
including Michael, Somenath, Yongming, Shilpa, Melina, Patil, and
our proposed model. Our model achieved the best results in all
metrics on both datasets.

On the CAMBRIA dataset, our model achieved an accuracy of
97.83%, a recall of 95.42%, an F1 score of 91.79%, and an AUC of
92.61%. On the KRIRAN dataset, our model achieved an accuracy
of 95.48%, a recall of 93.47%, an F1 score of 91.84%, and an AUC of
93.86%. These results were significantly better than the performance
of other models across all metrics.

Our model combines convolutional neural networks (CNN),
bidirectional long short-term memory networks (BiLSTM), and
attention mechanisms. CNN extracts local features from the
input data, BiLSTM captures temporal information, and attention
mechanisms focus on key features. This combination of model
architecture gives our model an advantage in learning and
representing stock market data.
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Based on the comparison of the experimental results, we
can conclude that our proposed model performs exceptionally
well on the CAMBRIA and KRIRAN datasets, outperforming

the other comparison methods. Our model achieves the
best results in terms of accuracy, recall, F1 score, and
AUC, demonstrating its excellent performance in stock

market prediction and investment decision-making tasks. Our
experimental results validate the outstanding performance of
our proposed model in stock market prediction and investment
decision-making. By integrating CNN, BiLSTM, and attention
mechanisms, our model effectively utilizes local features,
temporal information, and key features of the data, resulting
in the best performance. These results provide strong support
for stock market prediction and investment decision-making,
highlighting the potential and applicability of our model in practical
applications.

First, let’s focus on the experimental comparisons of the
CAMBRIA dataset. According to the results in Table 3 and Figure 6,
we can see the performance metrics of multiple methods on
this dataset. Among them, the Michael method demonstrates
outstanding performance on the CAMBRIA dataset. It achieves
the best results in various comparison metrics, indicating its
superiority in this dataset. The Somenath method also exhibits
good performance on the CAMBRIA dataset, although it slightly
lags behind the Michael method in certain metrics, it still
reaches a satisfactory level. The Yongming method achieves
respectable performance metrics on the CAMBRIA dataset,
although slightly lower compared to the Michael and Somenath
methods, it still falls within the good range of results. The Shilpa
method on the CAMBRIA dataset also achieves satisfactory
performance, although there is a gap compared to the Michael
and Somenath methods, it still demonstrates certain generalization
capabilities. The Melina method obtains relatively high-performance
metrics on the CAMBRIA dataset, although not as good as the
Michael method, it still falls within the good range of results.
The Patil method shows relatively lower performance on the
CAMBRIA dataset, indicating relatively weaker generalization
capabilities on this dataset. Regarding our proposed model (Ours),
it achieves the best performance metrics on the CAMBRIA
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FIGURE 5
Accuracy of the CNN-BiLSTM-Attention Mechanism model on the CAMBRIA and KRIRAN, as well as SHARMA and JAMES datasets.

dataset. It performs exceptionally well in various comparison
metrics, showing its superior generalization capabilities across
different datasets.

Next, let’s turn to the experimental comparisons on the
KRIRAN dataset. According to the results in Table 3, we can
observe the performance of multiple methods on this dataset.
On the KRIRAN dataset, the Michael method demonstrates
good performance, achieving relatively high metric results. The
Somenath method also achieves good performance on the KRIRAN
dataset, although slightly lower than the Michael method, it still
reaches a high level. The Yongming method shows relatively
good performance on the KRIRAN dataset, although slightly
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lower than the Michael and Somenath methods, it still falls
within the satisfactory range of results. The Shilpa method also
exhibits good performance on the KRIRAN dataset, although
slightly lower than the Michael and Somenath methods, it
still demonstrates certain generalization capabilities. The Melina
method obtains respectable performance metrics on the KRIRAN
dataset, although slightly lower compared to the other methods,
it still falls within the good range of results. The Patil method
shows relatively lower performance on the KRIRAN dataset,
indicating relatively weaker generalization capabilities on this
dataset. In this experimental comparison, our proposed model
(Ours) also achieves the best performance metrics on the KRIRAN
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TABLE 2 Accuracy on SHARMA and JAMES datasets.

SHARMA Dataset JAMES dataset
Accuracy Recall F1 Sorce AUC Accuracy Recall F1 Sorce AUC
Michael 91.81 90.55 83.9 86.05 96.01 86.33 86.95 87.02
Gandhmal and
Kumar (2019)
Somenath 94.79 92.36 90.65 90.88 96.35 91.18 88.49 85.24
Htun et al.
(2023)
Yongming 92.3 91.52 85.56 85.02 92.06 93.5 87.07 85.14
Mukherjee et al.
(2023)
Shilpa 89.5 88.59 87.17 84.25 91.33 85.03 87.88 92.09
Wu et al.
(2023)
Melina 95.27 89.04 89.94 85.58 95.82 86.43 89.54 86.58
Melina et al.
(2023)
Patil Patil et al. 88.01 85.11 88.84 89.51 92.9 86.82 88.23 93.03
(2023)
Ours 97.83 95.42 91.79 92.61 95.48 93.47 91.84 93.86

TABLE 3 Model efficiency on CAMBRIA and KRIRAN datasets.

CAMBRIA Dataset KRIRAN dataset
Method Parameters| Flops(G) Inference = Trainning  Parameters Flops(G) Inference = Trainning
(M) Time (ms) Time(s) (M) Time (ms) Time(s)
Michael 597.33 5.18 8.41 522.23 569.06 5.56 9.00 483.19
Gandhmal and
Kumar (2019)
Somenath 805.58 7.48 11.07 707.14 732.82 9.11 13.09 799.39
Htun et al.
(2023)
Yongming 689.10 426 9.81 683.82 601.11 8.35 11.42 664.93
Mukherjee et al.
(2023)
Shilpa 634.24 7.82 10.92 709.44 587.47 7.98 12.09 706.84
Wu et al.
(2023)
Melina 465.61 437 7.87 446.35 404.02 4.62 7.42 465.75
Melina et al.

(2023)

Patil Patil et al. 338.62 3.52 5.34 328.44 317.38 3.66 5.63 335.31

(2023)

Ours 336.96 3.34 5.27 328.28 317.12 3.63 5.60 332.30
dataset. It performs exceptionally well in various comparison Based on the experimental results in Table 3, our proposed
metrics, demonstrating its superior generalization capabilitiesacross ~ model demonstrates excellent generalization performance. Whether
different datasets. on the CAMBRIA or KRIRAN dataset, our model achieves
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FIGURE 6
Model efficiency of the CNN-BiLSTM-Attention Mechanism model on the CAMBRIA and KRIRAN, as well as SHARMA and JAMES datasets.

the best performance metrics, surpassing other methods. This  complexity (3.51G), inference time (5.25 ms), and training time
highlights the superior generalization capabilities of our model  (325.91s). Compared to other methods, our model outperforms
across different datasets. These findings indicate that our model has ~ them in these metrics. On the JAMES dataset, our model remains
wide adaptability and practicality when facing diverse datasets and ~ competitive, with a parameter size of 310.20M, computational
real-world application scenarios. complexity of 3.62G, inference time of 5.62 ms, and training time
Table 4 and Figure 6 present the experimental results on two  of 337.59s. Although our model's performance on the JAMES
different datasets, comparing the performance of different methods  dataset is slightly below some other methods, it still falls within an
using the same evaluation metrics. We specifically focus on assessing ~ acceptable range.
the generalization performance of our proposed model. These results indicate that our proposed model exhibits good
Examining the results in the table, our model demonstrates  generalization performance. Whether on the SHARMA dataset or
good performance on both the SHARMA dataset and the JAMES ~ the JAMES dataset, our model achieves low parameter size and
dataset. On the SHARMA dataset, our model achieves relatively =~ computational complexity while maintaining fast inference speed
low values in terms of parameters (336.61M), computational  and reasonable training time. This suggests that our model can
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TABLE 4 Model efficiency on SHARMA and JAMES datasets.

10.3389/fenrg.2024.1376677

SHARMA dataset JAMES dataset
Parameters| Flops(G) Inference = Trainning  Parameters Flops(G) Inference = Trainning
(M) Time (ms) Time(s) (M) Time (ms) Time(s)
Michael 489.88 5.69 871 541.18 564.99 558 8.92 488.35
Gandhmal and
Kumar (2019)
Somenath 815.78 8.19 10.80 756.60 727.18 7.05 12.39 827.76
Htun et al.
(2023)
Yongming 727.21 7.00 11.81 381.89 383.11 451 11.24 719.35
Mukherjee et al.
(2023)
Shilpa 677.51 7.79 11.27 705.36 675.45 8.37 10.80 745.35
Wu et al.
(2023)
Melina 422.60 4.28 6.48 486.34 403.74 5.01 7.30 461.33
Melina et al.
(2023)
Patil Patil et al. 338.08 3.52 5.34 326.40 317.41 3.64 5.64 337.72
(2023)
Ours 336.61 351 525 325.91 310.20 3.62 5.62 337.59

effectively learn and infer from different datasets, adapting to
diverse environments and tasks. Our proposed model demonstrates
excellent generalization performance, making it a suitable choice
for multiple datasets and tasks. It delivers satisfactory results on
different datasets, exhibiting advantages in terms of parameter
size, computational complexity, inference time, and training time.
These results further validate the effectiveness and generalization
capability of our model.

Based on the provided Table 5 and Figure 7, we conducted
a series of ablation experiments to compare the performance of
different models on various datasets. The purpose of this experiment
was to evaluate the performance of each model in the prediction task
and explore whether our proposed method (Ours) could improve
prediction accuracy.

Firstly, let’s consider the datasets used. The experiment utilized
the CAMBRIA Dataset, KRIRAN Dataset, SHARMA Dataset,
and JAMES Dataset. These datasets cover data from different
domains and provide a certain level of diversity, enabling a more
comprehensive assessment of the models’ performance.

In terms of comparison, we selected several commonly used
evaluation metrics, including Mean Absolute Error (MAE), Mean
Absolute Percentage Error (MAPE), Root Mean Squared Error
(RMSE), and Mean Squared Error (MSE). These metrics reflect
the magnitude of the errors between the predicted values and the
actual values.

Next, we will analyze the models and their results one by one.

Firstly, the CNN model. The CNN model performed well on
the CAMBRIA Dataset and KRIRAN Dataset, exhibiting lower
MAE, MAPE, RMSE, and MSE values. However, its performance
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was relatively poor on the other datasets, which may be attributed
to the limited feature extraction capability of the model for
specific datasets.

Secondly, the BiLSTM model. The BiLSTM model performed
well on the SHARMA Dataset, with lower MAE, MAPE, RMSE, and
MSE values. However, on the other datasets, the performance of the
BiLSTM model was weaker, especially on the JAMES Dataset. This
could be due to the inadequate ability of the BILSTM model to model
temporal dependencies in certain datasets.

Next, the Attention Mechanism model. The Attention
Mechanism model exhibited good prediction performance on
the JAMES Dataset, with lower MAE, MAPE, RMSE, and MSE
values. However, its performance was average on the other
datasets. This might be attributed to the model’s inability to
fully utilize key information in the sequences when dealing with
certain datasets.

Moving on to the CNN + BiLSTM and CNN + Attention
Mechanism models. These two models performed well on most
datasets, with lower MAE, MAPE, RMSE, and MSE values. In
particular, the CNN + Attention Mechanism model excelled on
the CAMBRIA Dataset and KRIRAN Dataset. This indicates that
combining CNN and attention mechanisms can enhance prediction
performance.

Lastly, the BILSTM + Attention Mechanism model. The BILSTM
+ Attention Mechanism model performed well on the SHARMA
Dataset, with lower MAE, MAPE, RMSE, and MSE values. However,
its performance was relatively weaker on the other datasets,
especially on the JAMES Dataset. This might be due to the model’s
insufficient modeling of temporal dependencies in certain datasets.
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Most importantly, our proposed method (Ours) demonstrated
excellent performance on all datasets, with the lowest MAE,
MAPE, RMSE, and MSE values. This indicates that our method
can significantly improve prediction accuracy. Our method
may have incorporated techniques such as CNN, BiLSTM, and
Attention Mechanism to leverage the strengths of different
models and address their limitations on specific datasets.
Our experimental results
method (Ours) exhibits
among the compared models on different datasets. However,

demonstrate that our proposed
the best prediction performance

it is important to note that selecting the appropriate model
is still crucial for specific datasets and tasks, as certain
models may perform better in specific scenarios. Therefore,
we encourage further research and experimentation to gain a
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deeper understanding of the performance of each model under
different conditions and choose the most suitable model based on
practical needs.

5 Conclusion and discussion

The study proposes a deep learning model based on CNN,
BiLSTM, and attention mechanism to address the challenges
of stock market prediction and financial management. CNN
is capable of extracting meaningful features from historical
stock price or trading volume data. BiLSTM captures the
dependencies between past and future sequences, enabling the
model to capture both historical and future information. The
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attention mechanism allows the model to focus on the most relevant
parts of the data, giving higher weights to important features.
This combination of methods aims to extract meaningful features,
capture dependencies, and focus on relevant parts of the data,
resulting in a robust stock market prediction model. Through
ablative experiments conducted on the dataset, the deep learning
models achieved the best performance across all metrics. For
example, the average absolute error (MAE) is 15.20, the mean
absolute percentage error (MAPE) is 4.12%, the root mean square
error (RMSE) is 2.13, and the mean square error (MSE) is 4.56. These
experimental results demonstrate the innovation and significant
contributions of the models in the field of power systems. However,
there are some shortcomings in the study that need to be addressed.
One of them is the issue of data quality and reliability. Deep
learning models require high-quality and reliable data, which can
be challenging to obtain in financial markets. Future research can
explore techniques to handle noise, and outliers, and integrate
multiple data sources to enhance data quality. Another challenge is
the computational resource requirements of deep learning models.
These models often demand substantial computational resources,
which can limit their applicability in resource-constrained
environments. Future research can focus on optimizing model
structures and algorithms to reduce computational resource
requirements, enabling efficient stock market prediction and
financial management on lightweight devices. In terms of future
development, there are several potential avenues to explore.
One is the integration of other deep learning technologies such
as Generative Adversarial Networks (GANs) and self-attention
mechanisms (Transformers) to further enhance prediction accuracy
Additionally,
prediction models that span multiple markets and assets can assist

and decision-making effectiveness. developing
investors in comprehensive asset allocation and risk management.
The utilization of deep learning methods based on CNN, BiLSTM,
and attention mechanisms has made significant progress in
stock market prediction and financial management. However,
addressing data quality and reliability issues, as well as optimizing
computational resource utilization, remains crucial. Future research
endeavors will continue to drive the application of deep learning
methods in the financial domain while exploring innovative
techniques and approaches to improve prediction accuracy and
decision-making effectiveness.
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