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The available flexibility capacity of the integrated energy system can be used as
one of the indicators of proportions of system wind power installations, which, in
turn, affects the maximum installed capacity of the system wind power, and this
paper proposes a method for assessing the available flexibility of the integrated
energy system at multiple timescales considering different proportions of system
wind power installations. First, the framework of the integrated energy system is
constructed, and based on the coupling relationship between the electrical and
thermal systems, themathematicalmodels of the P2G, combined heat and power
(CHP), energy storage equipment, and wind power generation equipment within
the integrated energy system are established, and the Monte Carlo method is
used to predict thewind power output in a typical scenario. Second, an integrated
energy system optimization model is constructed to obtain the optimal dispatch
operation of the system; the empirical mode decomposition (EMD) algorithm is
used to decompose the flexibility demand curve of the system in multiple
timescales. The flexibility supply capacity model of different types of flexibility
resources in the system at different timescales is established, and through the
comparative analysis of flexibility supply and demand at the same timescale, the
upward and downward flexibility shortage probability and shortage expectation
indexes at each timescale can be intuitively calculated and then weighted to
constitute a comprehensive index of system flexibility assessment. Finally, the
available flexibility analysis of the integrated energy system under different
installed wind power capacities shows that the proposed methodology can
more comprehensively assess the available flexibility capacity of the integrated
energy system under different timescales, and the maximum installed wind
power capacity that the system can withstand can be obtained while
guaranteeing sufficient available flexibility capacity.
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1 Introduction

With the shortage of fossil energy supply and increasing
environmental pollution, the proportion of renewable energy
generation represented by wind power and photovoltaics has
been increasing (Yewei et al., 2021). However, wind and light
output power are volatile, intermittent, and random, and their
superposition with the volatility of the original load leads to
increased fluctuations in the net load of the system (Qin and Bri-
Mathias, 2017). Therefore, there is a need to vigorously develop
flexibility resources and improve system flexibility to mitigate power
fluctuations and insufficient ramp caused by net load changes (Jiang
et al., 2022), which would otherwise bring about problems such as
wind abandonment, light abandonment, and load shedding,
affecting the safe and stable operation of the system. Therefore,
the assessment of the available flexibility of the integrated energy
system at multiple timescales with different installed wind power
capacities can clarify the potential of the system’s available flexibility,
which is extremely important for the subsequent planning and
configuration schemes of the integrated energy system.

In order to reduce the impact of uncertainty of renewable energy
output such as wind power, domestic and foreign researchers and
scholars have studied the assessment of power system flexibility and
the optimal allocation of flexibility resources. Yewei et al. (2021)
proposed a new flexibility evaluation method for active distribution
network nodes for soft normally open point integration with respect
to the uncertainty of active distribution networks. Xiaoou (2020)
investigated the evaluation of distribution system flexibility
considering the interaction between electric vehicles and the grid.
First, it analyzes charging and discharging control strategies for
electric vehicles to reduce the impact of renewable energy output
fluctuations on distribution system flexibility. Second, it models the
battery capacity, driving schedule, and transportation network to
study the impact of EV grid integration on distribution network
flexibility; again, it proposes a distribution network flexibility
evaluation method based on the feasibility analysis of uncertain
regions. Lusha et al. (2022) proposed a coordinated evaluation
methodology to determine the optimal utilization of electric
vehicle time flexibility without compromising the owner’s usage
of the electric vehicle. At the distribution layer, the distribution
system operator first evaluates the operational boundaries of the
electric vehicle aggregator to develop distribution layer services.
Alireza et al. (2024) presented a methodology for obtaining
maximum and minimum daily load profiles, introduced new
hourly and daily system flexibility metrics, and developed a
generalized methodology for quantifying and formulating system
flexibility, i.e., the possible increase or decrease in power within
operating constraints. All of the above studies consider the optimal
allocation of flexibility resources from a single aspect such as power
supply and energy storage. However, flexibility resources involve the
power supply side, demand side, grid side, and energy storage side,
and the selection and construction of flexibility indicators in the
existing studies focus on power flexibility indicators, with less
consideration given to the impacts of the thermal system and
natural gas system on flexibility.

Integrated energy system flexibility extends from power system
flexibility (Jiangxuan et al., 2023), but there is insufficient research
on integrated energy system flexibility and the optimal allocation of

flexibility resources. In recent years, domestic and foreign
scholars have tried to provide a definition of integrated energy
system flexibility, starting from the perspective of gas and heat
systems for power systems, etc. Yufei et al. (2021) proposed a
flexibility evaluation structure that can effectively evaluate the
power system flexibility considering the influence of multi-
energy coupling in order to fully utilize the flexibility
resources and improve the operation economy. Zening et al.
(2021) considered detailed building thermal dynamics and
worker mobility behavior as a way to improve system
flexibility by scheduling office buildings equipped with HVAC
systems and electric vehicle charging piles to participate in active
distribution grid optimization. Yuan et al. (2021), in order to fully
utilize the flexibility potential of the cogeneration system, divided
the system and the energy supply process from the perspective of
flexibility analysis and proposed a new type of operation strategy
that follows the flexibility of the system for energy scheduling.
Jiaying et al. (2020) took the heat transfer flexibility of the urban
heating system (UHS) as the research object. The concept of
heating system flexibility was proposed to represent the ability of
the UHS to meet the heating demand under different operating
conditions in the heating season, and a corresponding evaluation
method was given. Jia et al. (2021) initially proposed the
definition of the safe operating region of a thermoelectric
integrated energy system under the exact AC current model
and non-linear heating equation in order to facilitate the
safety assessment of the integrated energy system. Yue et al.
(2022) proposed a multi-stage flexible planning method for
regional electrical–thermal integration that takes into account
the medium- and long-term dynamic characteristics. Most of the
above research is aimed at assessing the flexibility of integrated
energy systems, and the existing studies mainly reflect the
flexibility of integrated energy systems at a particular scale,
and it is difficult to quantitatively assess the flexibility at
several different timescales at the same time.

In order to comprehensively consider the correspondence
between flexibility demand and flexibility resources on multiple
timescales, the multi-timescale scheduling method proposed by
Yuxiao et al. (2021) takes into account the inertia of key inertial
components, such as heat grids and combined heat and power
(CHP) units, aiming at realizing the coordinated scheduling of the
integrated energy system and improving the accuracy of its
flexibility description. In the work of Xiaolin et al. (2022), for
the characteristics of different timescale flexibility resources on the
generation side, the response time of the standby flexibility
capacity is divided into minutes and seconds, and the
scheduling strategy of standby flexibility capacity in different
timescales is proposed. The multi-timescale optimization model
improves the safe operation capability of the system to a certain
extent but does not take into account the instantaneous response
capability of the power system and the delayed response
characteristics of the thermal and natural gas systems, which
may have adverse effects on the actual operation. Fugui et al.
(2023) proposed a multi-timescale operation optimization strategy
for integrated energy systems that takes into account equipment
response characteristics and combines multiple forms of integrated
demand response. None of these studies takes into account system
flexibility.
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To address the above issues, this paper proposes a multi-
timescale available flexibility assessment process for integrated
energy systems based on an empirical mode decomposition
algorithm. First, the framework structure of the integrated energy
system is constructed, and according to the coupling relationship
among the three electrical and thermal subsystems, the
mathematical models of the P2G, CHP, energy storage system,
and wind power generation equipment within the integrated
energy system are established, and the Monte Carlo method is
used to predict the wind power output under typical scenarios.
Second, a day-ahead energy market optimization model based on a
general mathematical model of the integrated energy system is
constructed to obtain the day-ahead optimal dispatch operation
of the system. Finally, an empirical mode algorithm is used to
decompose the flexibility demand curve of the system in multiple
timescales. We establish the regulation capacity model of the
different types of controllable units in the system under different
regulation rate intervals to formmulti-timescale flexibility resources,
and through the matching analysis of flexibility resources and
demand under the same timescale, the upward and downward
flexibility deficiency probability and deficiency expectation
indexes of each timescale can be calculated simply and intuitively
and then weighted to form a comprehensive index for system
flexibility assessment.

2 Integrated energy system framework
and modeling

2.1 Integrated energy system framework

The integrated energy system takes the traditional electric power
system as the core and utilizes various renewable resources such as
wind and gas to integrate the cooling/heating and gas supply
systems, thus realizing the synergistic supply of cooling, heat,
electricity, and gas. A typical integrated energy system can be
categorized into the energy supply side, energy conversion

equipment, energy storage devices, energy transmission and
distribution systems, and user terminals, as shown in Figure 1.

2.2 Integrated energy system
network modeling

2.2.1 Power network modeling
Based on the analysis of the nodes of the network as well as the

loop equations, the grid in the integrated energy system is modeled
(Wenkai et al., 2023), and the active power Pi and the reactive power
Qi at the nodes are expressed as follows:

Pi � Vi∑n
j�1
Vj Gij cos δij + Bij sin δij( ), (1)

Qi � Vi∑n
j�1
Vj Gij sin δij − Bij cos δij( ), (2)

where Vi and Vj are the voltages at node i and node j, respectively; δij
is the difference between the phase angles of the two nodes; and Gij

and Bij are the conductance and conductance between node i and
node j, respectively.

2.2.2 Natural gas network modeling
Modeling of natural gas networks in integrated energy systems

involves parameters such as pressure, mass, and velocity, which are
determined by the length and time of the pipeline. Comparing the
mathematical models developed for various types of natural gas
networks, in order to simplify the model [16], this paper does not
consider the access of compressors and models the natural gas
network on the basis of performing the flow analysis of the network
nodes. Equation 3 is an expression for the pressure drop in a natural
gas pipeline. Equation 4 is the flow equation corresponding to a node
with n branch pipes. Equation 5 is the ring energy equation
describing a pipe network system designed with n pipe branches.
The gas flow expression between the nodes in the gas network is
shown as follows:

FIGURE 1
Integrated energy system framework diagram.
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fij � Mijdij

����������
dij π2

i − π2
j( )√
, (3)

∑n
j�1
aijfij + Fi � 0, (4)

∑n
j�1
bijMjfj � 0, (5)

where Mij is the damping constant of the pipeline; dij is the actual
flow direction of natural gas in the pipeline; fij is the flow rate from
node i to node j; πi is the actual pressure at the location of node i of
the pipeline; aij is the indicator corresponding to the node branch
pipeline, which is used to determine whether the pipeline branch j is
connected to node i; Fi is the external energy introduced in node i,
and when there is no external source of natural gas, Fi = 0; bij is all
the factors related to this loop, which is used to determine whether
the pipeline branch j is inside the i loop or not; and Mj is the
corresponding damping constant of pipeline branch j.

2.2.3 Thermal network modeling
Thermal system models include hydraulic and thermal models.

The hydraulic model solves the mass flow distribution of the pipe
network based on graph theory to construct the model; the thermal
model calculation solves the temperature distribution based on
matrix calculation to construct the model (Wenkai et al., 2023).
Hydraulic calculations are usually performed using the loopmethod,
which consists of the nodal flow continuity equation and the loop
pressure drop equation, i.e.,

Am � mq

BKm m| | � 0
{ , (6)

where A is the basic loop matrix;m is the mass flow rate of the pipe;
mq is the mass flow rate of the heat load node; B is the correlation
loop matrix; and K is the resistance coefficient of the pipe, and the
correlation coefficients are solved by the
Colebrook–White equation.

The thermal calculationmodel takes into account the heat loss of
pipeline mass transportation and energy conservation of mass
inflow and outflow and consists of a pipeline temperature drop
equation and node temperature mixing equation, i.e.,

Tend � Tstart − Ta( )e− λL
Cpm + Ta

∑mout( )Tout � ∑ minTin( )
φload � CpAm Ts − To( )

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩ , (7)

where Tstart and Tend are the beginning and end temperatures of the
pipeline; Ts, To, and Ta are the heating, return, and ambient
temperatures, respectively; λ is the heat transfer coefficient of the
pipeline; Cp is the specific heat capacity of the water; min, mout and
Tin, Tout are the inflow and outflow of the mass flow rate of the
mixing node and the temperature; and φload is the node load
heat power.

As the heat pipes from the thermal power plant to each
connected heat exchange station distribute heat energy in the
form of hot water. This process requires a certain transmission
time and results in a time delay between two neighboring thermal
network nodes, so when calculating the temperatures at the inlet and
outlet of the same heating pipeline, it is necessary to take into

account not only the thermal energy that will be lost in the heating
pipeline itself but also the delay in terms of time that will be lost.
Meanwhile, the transmission delay characteristics of the heat supply
pipeline indicate that the district heating network has a certain
thermal inertia. Based on the transmission delay characteristics and
heat loss of the pipeline, a specific thermal inertia model of the heat
supply network is further proposed.

From the cogeneration plant to each connected heat exchange
station, the intervening heat pipes distribute heat energy in the form
of hot water. Then, the hot water medium absorbs the heat energy
from the heat source and raises the supply temperature with the help
of the circulating pump to give the appropriate pressure into the
primary heating network of the water supply pipe and moves to the
heat load with a certain flow rate v. Therefore, there is a time delay
effect of the temperature change of the hot water medium at the inlet
of the heating pipeline relative to the temperature change at the
outlet of the heating pipeline. The delay time of temperature change
at the ends of the heating pipes in a heating network can be
expressed as

Tdelay � Kdelay
L

v
, (8)

where Kdelay is the thermal delay coefficient, related to the depth of
pipe laying, and v is the flow rate of the hot water medium.

There is a heat loss in pipeline transmission in the heating
network, which can be expressed as a decrease in the temperature of
the hot water in the network. The heat loss or supply and return
water temperature reduction can be calculated by the
following formula:

Tend � TStart − Ta( )e− λL
Cpmq + Ta, (9)

where Tstart is the temperature at the inlet of the pipe, Tend is the
temperature at the outlet of the pipe, Ta is the ambient temperature,
and λ is the transmission impedance of the pipe. In addition,
considering the transmission delay characteristics and heat loss of
the heating pipe network, Eq. 9 can be expanded as

Tstart t − Tdelay( ) − Ta t − Tdelay( )( )e− λL
Cpmq

� Tend t( ) − Ta t( ).
(10)

2.3 Modeling of equipment within an
integrated energy system

2.3.1 P2G modeling
The P2G unit is a device that uses electricity as an input to

electrolyze water to produce hydrogen, which is then used to
produce methane. The P2G model can be expressed as a
correlation model of energy and power form conversion
efficiency (Wenkai et al., 2023).

GP2G,t � ηP2GP
g
P2G,t

PP2G
min#PP2G,t#PP2G

max

Rdown
P2G #PP2G,t − PP2G,t−1#Rup

P2G

⎧⎪⎨⎪⎩ , (11)

where GP2G,t and Pg
P2G,t are the output natural gas power and input

electric power of P2G at time t, respectively; ηP2G is the power
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conversion coefficient; Pmax
P2G and Pmin

P2G are the upper and lower
limits of the output power of P2G; and Rup

P2G and Rdown
P2G are the

upper and lower limits of the climbing power of P2G, respectively.

2.3.2 CHP modeling
CHP units are coupled elements of power and heat systems, with

the pumped-condensation cogeneration units being the most
common. Therefore, in this paper, the pumped-condensation
cogeneration unit is used as the object of study, and its simplified
modeling is as follows (Wenkai et al., 2023):

PCHP,t � ηeCHPP
g
CHP,t

HCHP,t � ηhCHPP
g
CHP,t

0#PCHP,t#PCHP,max

Pdown
CHP #PCHP,t − PCHP,t−1#Pup

CHP

κCHP
min#HCHP,t/PCHP,t#κCHP

max

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
, (12)

where PCHP,t andHCHP,t are the electric power and thermal power
output from CHP at time t, respectively; ηeCHP and ηhCHP are the
conversion coefficients of CHP electric power and thermal
power, respectively; Pg

CHP,t is the natural gas power input to
the CHP at time t; PCHP,max is the maximum output power of the
CHP; Pup

CHP and Pdown
CHP are the upper and lower limits of the

climbing power of the CHP, respectively; and κmax
CHP and

κmin
CHP are the upper and lower limits of the thermo-

electricity ratio of the CHP, respectively.

2.3.3 Modeling of energy storage devices
To simplify the modeling, it is assumed that the voltage at

both ends of the energy storage device remains constant during
the charging and discharging process, and the model of the
energy storage device is established as follows (Wenkai
et al., 2023):

SOCB,t � SOCB,t−1 + Pbat,t εBΔt
Cbat

, (13)
SOCBmin ≤ SOCB,t ≤ SOCBmax, (14)

−PBd ≤Pbat,t ≤PBc, (15)
SOCB,0 � SOCB,Nt, (16)

where Eq. 13 represents the relationship equation between the
remaining power at the current moment and the next moment,
Eqs 14, 15 indicate that the energy storage device needs to satisfy the
upper and lower limits of the charge state and the charge/discharge
rate, and Eq. 16 indicates that its energy state is equal at the
beginning and the end of the scheduling cycle. SOCB,t and
SOCB,t-1 denote the state of charge of the energy storage device
in time period t and time period t-1, respectively; Pbat,t denotes the
interactive power of the energy storage device in time period t,
charging is indicated when Pbat,t>0, discharging is indicated when
Pbat,t<0, and floating charging is indicated when Pbat,t = 0; Cbat

denotes the capacity of the energy storage device; SOCBmax and
SOCBmin denote the upper and lower limits of the charging state of
the energy storage device, respectively; SOCB,0 and SOCB,Nt denote
the initial state of the cycle and the end state of the cycle of the
energy storage device’s charging, respectively; PBc and PBd denote the
rated charging and discharging power of the energy storage device,
respectively; and εB denotes the efficiency of charging and
discharging in time period t.

εB � εcB, Pbat,t ≥ 0
1/εdB, Pbat,t < 0{ , (17)

where εc B and εd B denote the charging and discharging efficiency
of the energy storage device, respectively.

2.3.4 Gas boiler modeling
A gas boiler is a device that uses natural gas as a fuel to convert

chemical energy into thermal energy, and its operation is very stable;
thus, the thermal efficiency can be roughly regarded as constant
(Wenkai et al., 2023); that is, the thermal power output from a gas
boiler is linearly related to the input natural gas power, as shown in
the following equation:

HGB,t � ηGBP
g
GB,t

0#HGB,t#HGB,max

Hdown
GB #HGB,t −HGB,t−1#Hup

GB

⎧⎪⎨⎪⎩ , (18)

where HGB,t and Pg
GB,t are the thermal power output from the gas

boiler and the input natural gas power at time t, respectively; ηGB is
the thermal power conversion coefficient of the gas boiler;HGB,max is
the maximum output power of the gas boiler;Hup

GB andH
down

GB are
the upper and lower limits of the climbing power of the gas boiler,
respectively.

2.3.5 Wind power uncertainty modeling
The wind power output is related to the wind speed (Ying et al.,

2023), and the relationship can be expressed as follows:

PwP−v �
0, v< vin
αwind v

2 + βwindv
� γwind ,

vin#v< vN
PwT, vN#v< vout
0, vPvout

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩ , (19)

where vin is the unit cut-in wind speed; vN is the unit-rated wind
speed; and vout is the unit cut-out wind speed.

The intermittent nature of wind speed is the source of
uncertainty in wind power output, and the wind speed variation
can be characterized using the Weibull probability density function:

fvt vt( ) � k

c

vt
c

( )k−1
exp − vt

c
( )k[ ], (20)

where k and c are the shape parameter and scale parameter of the
Weibull probability density function, respectively. The wind power
generation power obtained under all scenarios is used as one of the
features for scenario generation, andMonte Carlo simulation is used
to cut down the typical scenarios to obtain the wind power
generation power under the constraints of the typical scenarios.

3 Optimized scheduling model and
decomposition algorithm for
integrated energy systems

3.1 Optimized scheduling model for
integrated energy systems

The grid dispatch center receives the permissible heat output
interval [QC- g,t,QC- g,t,] of CHP units in each time period from the
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thermal system dispatch center, and the dispatch model uses the
conventional units and CHP and P2G unit outputs as well as the
energy storage backup as the decision variables and minimizes the
total operating cost as the optimization objective, with
comprehensive consideration of the multi-energy balance
constraints as well as the integrated energy system constraints.
The objective function of the model is shown in Eq. 21:

minCsys � Cele + Cgas + Cthermal, (21)

Cele � ∑T
t�1

∑Nunit

i�1
ai + biPi,t + ciP

2
i,t( )⎛⎝ ⎞⎠, (22)

Cgas � ∑T
t�1

∑Ngas

g�1
cgasg Gg,t

⎛⎝ ⎞⎠, (23)

Cthermal � ∑T
t�1

∑Nchp

i�1
cchp,cP

chp
c,t +∑Neb

i�1
ceb,cP

eb
c,t

⎛⎝ ⎞⎠. (24)

The optimal economic performance of the whole urban
integrated energy system is taken as the objective function. It can
be divided into the following three components: the fuel cost of
thermal power units in Eq. 22, the cost of natural gas in Eq. 23, and
the operating cost of CHP and electric heat boilers in the heat
network in Eq. 24.

The above model needs to satisfy constraints in Eqs 1–20. In
addition, detailed constraints for specific conventional units and
systems are given in the work of Wenkai et al. (2023).

3.2 Multi-timescale decomposition
algorithm based on EMD

Decomposition of flexibility requirements is required due to the
consideration of flexibility assessment on multiple timescales.
Unlike frequency domain analysis methods such as Fourier
analysis and wavelet analysis, the EMD algorithm provides a
multi-timescale decomposition algorithm performed directly in
the time domain (Abdel-Ouahab and Jean-Christophe, 2007).
The EMD algorithm runs as follows:

1) All extremely large and small value points (t) in the input
signal x(t)|t � 1, 2, . . . , n{ } are extracted, and the initial index
i = 1 is set.

2) Its upper and lower envelopes eup(t)|t � 1, 2, . . . , n{ } and
elow(t)|t � 1, 2, . . . , n{ } are constructed by cubic
interpolation, and their average m(t)|t � 1, 2, . . . , n{ } is
calculated.

3) (t) is removed from the signal (t) to obtain a new signal
h(t)|t � 1, 2, . . . , n{ }.

h t( ) � x t( ) −m t( ). (25)

4) An IMF component is obtained, noting (t) = ℎ(t).
5) This IMF component is removed from the input signal (t) so as

to obtain a new input signal x(t) = x(t)-ℎ(t), and processes
(1)–(4) are repeated k times until the decomposition of all the
IMFs; i.e., the decomposition results in

x t( ) � ∑k
i�1
IMFi t( ) + rk t( ), (26)

where (t) is each IMF component and (t) is the residual component.
The termination condition of EMD decomposition generally

depends on whether the signal obtained in step (3) satisfies the
following two conditions: 1) the difference between the number of
signal points passing through the zeros and the number of local
extrema should be less than or equal to 1; 2) the sequence of the
definitional domain range approaches zero. By EMD
decomposition, the original signal is decomposed into k IMFs
and one residual component, and the IMFs exhibit longer period
components with the increase in the number of layers. EMD is of
great significance for engineering applications in practice because it
does not require any basic functions and the decomposition process
is completely determined by the data itself.

4 Construction of indicators and
processes for assessing the available
flexibility capacity of integrated energy
systems at multiple timescales

4.1 Analysis of system flexibility
requirements

The flexibility needs of the system arise mainly from fluctuations
in load forecasts and uncertainty in renewable energy output. Since
the accuracy of system load forecasts and renewable energy output
forecasts cannot be 100 percent, forecasting errors can lead to a need
for flexibility. Comparing the predicted output curve obtained by
Monte Carlo simulation with the actual output curve, if the
predicted output curve is higher than the actual output curve, it
means that the actual output of wind power cannot satisfy the
system load, which means that the system has an upward demand
for flexibility. On the other hand, if the actual wind power output is
too large and needs to be absorbed by the system, then the system
has a downward flexibility demand. If the curve is divided into two
climbing subsets, upward and downward, the amplitude of the
climbing section in the climbing subset represents the flexibility
demand of the climbing section, and the resulting system flexibility
demand effect diagram is shown in Figure 2.

FIGURE 2
Flexibility requirement effect.
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4.2 Analysis of system flexibility resource

Integrated energy system flexibility resources, including gas
turbines, energy storage elements, and a large number of flexible
loads that can participate in demand response, are gradually growing
in size along with the rapid development of active distribution grids
and have great dispatchable potential. These resources provide
available flexibility for the system in terms of ensuring the
reliability and economy of system operation, and fully exploiting
the available flexibility capability of deploying such resources can
allocate the optimal available flexibility for the system in multiple
timescales. According to the different roles and operational
characteristics of flexibility resources in the system, flexibility
resources can be categorized into generation-type resources,
storage-type resources, and load-type resources. Since these
flexibility resources have different operating characteristics, the
system can be supported with flexibility capabilities to respond to
flexibility needs over multiple timescales. Based on the various types
of characteristics of these resources, they can be categorized as short-
time flexibility resources (less than 15 min), medium-time flexibility
resources (15–60 min), and long-time flexibility resources (more
than 1 h). First, short-term flexibility resources consist primarily of
energy storage devices. Second, medium-time flexibility resources
are mainly thermal power units. Long-time flexibility resources are
mainly demand responses that respond to the system on a long
timescale, and because of the delayed nature of gas and heat grids
relative to the grid, they are categorized as resources that can provide
flexibility to the system through demand responses on a
long timescale.

Thermal units are more flexible and typically participate in
short- and medium-timescale flexibility regulation, where the size of
their flexibility resources is constrained by their upward and
downward creep rates and their maximum and minimum
operating outputs:

FG,+ � min PG,max − PG,0,Δt × rm,+{ }
FG,− � min PG,0 − PG,min,Δt × rm,−{ }{ . (27)

As a flexible power source that can be adjusted quickly, energy
storage devices have different application scenarios depending on
the energy storage technology and the size of the energy storage
components.

Fsoc,+ � min Psoc+,max,
St − Smin

δ
{ }

Fsoc,− � min Psoc−,max,
Smax − St

δ
{ }

⎧⎪⎪⎪⎨⎪⎪⎪⎩ . (28)

Demand response controllable loads, according to their own
load conditions and willingness to use electricity, take the initiative
to assume a portion of the power dispatch responsibility, which is
also one of the important ways to improve the flexibility of system
dispatch. The size of its regulation resources is mainly determined by
the load size of the demand-side response implementation
organization and its own maximum output change restrictions.

FL,+ � min PL,0,ΔPL,−,max{ }
FL,− � min PL,max − PL,0,ΔPL,+,max{ }{ . (29)

We calculate the flexibility available to the system at each
timescale by using the flexibility requirements derived above and
the flexibility support available to the system at multiple timescales.

ΔPf � Pg − Pl, (30)

where Pg denotes the flexibility supply capacity of the system at each
timescale and Pl denotes the flexibility demand situation of the
system at each timescale.

In turn, statistics on the under-flexibility climb segments where
flexibility resources are lower than flexibility needs are obtained to
get the under-flexibility probability.

Plack � n

N
, (31)

where n is the number of under-flexible climbing segments and N is
the total number of climbing segments in the system.

Then, we calculate the flexibility deficit sample expectation by
counting the flexibility deficit in the flexibility deficit climb segment
to reflect the severity of the system flexibility gap.

Elack � ∑n
i�1
ΔFlack,iPlack,i, (32)

ΔFlack,i � | ΔFflex,i Δ‖ Fflex,i < 0{ }, (33)
where ΔFlack,i is the size of the flexibility deficit in the i
climbing segment.

In order to intuitively reflect the overall degree of flexibility of
the system, on the basis of the above indicators, the flexibility
indicators at each scale are weighted and summed to form the
scale-weighted flexibility indicator Fsys. The weights of the scale
indicators are determined by the decision maker, which can
effectively reflect the impact of drastic fluctuations on the overall
flexibility of the system.

Fsys � �Plack , �Elack{ }
�Elack � ∑k ωiElack,i

�Plack � ∑κ
i�1
ωiPlack,i

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
, (34)

where Plack and Elack are the scale-weighted under-flexibility
probability and under-flexibility expectation that synthesize the
under-flexibility k scales, respectively, and wi is the assigned
weight for scale i.

To summarize the above, the complete process for the
assessment of available flexibility at multiple timescales for an
integrated energy system is shown in Figure 3. The process is
as follows:

1) The prediction curve is derived and compared with the actual
system operating curve, and the upward and downward
flexibility requirements of the system are calculated and
decomposed.

2) Multi-timescale classification based on the analysis of the
operational characteristics of each flexibility resource of the
system and division are carried out to obtain the upward/
downward flexibility supply capacity provided by the resource
for the system under each timescale.
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FIGURE 3
Flowchart for assessing available flexibility on multiple timescales.

FIGURE 4
Integrated energy system network node diagram.
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3) We solve for the available flexibility capacity of the system at
each timescale by analyzing flexibility resources and
requirements.

4) The upward/downward inflexibility probability and the
inflexibility expectation metrics are calculated and weighed
to obtain a composite metric for assessing the flexibility
available to the system.

5 Example analysis

In this paper, an integrated energy system consisting of an IEEE
39-node transmission system, a 20-node natural gas system, and a 6-
node thermal system is solved and operationally analyzed by the
YALMIP solver in MATLAB. In this case, the gas network is
connected to the 33 nodes of the grid through a P2G device. The
heat network is connected to 30 nodes of the grid through CHP
units. The gas network is connected to 1 node of the heat network

through a CHP unit. The specific system structure is shown
in Figure 4.

5.1 Analysis of practical examples of
integrated energy systems

This section evaluates the system target flexibility based on
historical actual output data of wind power and load for an
integrated energy system with intraday multi-scale flexibility. The
total installed capacity of the system is 2,670 MW, the proportion of
wind power installed is 15%, the maximum load is 1,974.48 MW,
and the peak and valley difference of the maximum load in a day is
1,228.92 MW, respectively. The total capacity of the energy storage
equipment in the system is 300 MWh, and the upper and lower limit
of the single charging and discharging power is 100 MW; in
addition, the specific system equipment parameters are shown
in Table 1.

TABLE 1 Integrated energy system equipment parameter table.

Equipment name Rated maximum output (MW) Rated minimum output (MW)

Thermal power unit 2,140 642

P2G 200 —

CHP 130 —

Wind power 400 —

Gas boiler 100 —

FIGURE 5
Chart of the output of each unit of the system.
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Based on the historical wind power output data, the Monte Carlo
simulation algorithm predicts the wind power output in the system and
obtains the wind power output prediction curve in 24 h under a typical
day. At the same time, a 15-min unit combination of the load-out curve
of the electricity–gas–heat integrated energy system under a typical day
is carried out to obtain the unit output under the corresponding output
mode, as shown in Figures 5, 6. Among them, Figure 5 shows the actual
output of each unit, the upper left figure shows the actual output of the
system turbines, the upper right figure shows the actual output of the
system CHP units, the lower left figure shows the actual output of the

thermal units in the system, and the lower right figure shows the
charging and discharging power of the system energy storage devices.
Figure 6 shows the 24 h load profile of the system as well as the wind
power forecast and actual output profile.

The EMD-based multi-timescale decomposition algorithm
decomposes the target flexibility demand curve into three kinds of
fluctuation components, namely, high-frequency (<15min fluctuation),
mid-frequency (15min~1 h fluctuation), and low-frequency (>1 h
fluctuation), and then performs the waveform identification of the
components in each scale to find the corresponding flexibility

FIGURE 6
System wind power forecasts, actual output, and load profiles.

FIGURE 7
Decomposition of flexibility requirements for multi-timescale systems.
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demand. Decomposing the system flexibility requirement curve under a
typical day according to Eqs 25, 26, the result is obtained as shown in
Figure 7.Where the vertical height of Figure 7 indicates the size of upward
and downward flexibility demand, and the horizontal step indicates the
flexibility demand fluctuation period. As can be seen from the figure, the
fluctuations under different frequency bands are quite different, and the
power fluctuations in high and medium frequency are mainly
concentrated in the time periods of 2:00–6:00 and 18:00–22:00, and
the power fluctuation is the largest in the time period of 2:00–6:00, which
is consistent with the characteristics of the fluctuation of wind power
output with the change of wind speed size. Influenced by load and wind
power fluctuations, the maximum upward and downward flexibility
demand for the low-frequency component occurs in the late-night
and midday hours, respectively. Moreover, the distribution of flexibility
demand is different in different flexibility directions, reflecting the
directionality of flexibility fluctuations.

Based on the operating status, output regulation characteristics and
fluctuation period of each type of flexibility resources, the upward and
downwardflexibility supply under different time scales is calculated byEqs
27–29 as shown in Figure 8. As can be seen from the figure, there is a clear
difference in the size of theflexibility resources on the high-,medium-, and
low-frequency components. In addition, the flexibility resources in
different directions have different distributions. According to the long-
time flexibility curves, it can be seen that the flexibility supply capacities of
the system at long timescales are all negative, which is due to the fact that
the flexibility demands of the system at long timescales are all downward
flexibility demands, which also reflects the influence of the difference in
the upward and downward regulating capacity of the controllable units on
the flexibility resources of the system and further illustrates the necessity of
the directional characteristics in the flexibility assessment.

As shown in Figure 9, calculating the flexibility supply and demand
at each time scale through Eq. 30 yields the available flexibility capacity of
the system atmultiple time scales. The bars above the x-axis represent the
flexibility of the system that is readily available for deployment at that
moment in time, and the bars below the x-axis represent the lack of
flexibility of the system at that moment in time. From the figure, it can be
seen that the system has high-frequency flexibility deficits under multi-
timescale decomposition at 23:30–24:00, 0:30, and 2:45–3:15; on the one
hand, this is due to the large variation of the wind speed in this time
period, which leads to a larger error between the predicted wind power
output and the actual output, so flexibility deficits are observed in this
time period. On the other hand, the supply of high-frequency flexibility
mainly relies on the energy storage device in the system, but the energy
storage device is unable to perform charging and discharging operations
at the same time, so it is unable to provide the flexibility required by the
system in a timely manner, resulting in a shortage of flexibility.

The proposed flexibility evaluation index system is utilized to assess
the available flexibility capacity of the system under multiple timescales.
By counting the number of flexibility deficit time periods and the size of
flexibility deficit of the system under each timescale, the system’s
flexibility deficit probability and flexibility deficit expectation index
can be calculated according to Eqs 31, 32. Further weighting of the
system flexibility metrics at each time scale through Eqs 33, 34 yields a
composite flexibility rating metric. It should be noted that the weights of
each timescale of the system are selected according to the needs of the
decision maker, and if the decision maker pays more attention to the
flexibility at a certain timescale, the weights of that timescale can be
increased. In this paper, the weights are set to 40% for the long timescale,
40% for the medium timescale, and 20% for the short timescale, and the
results of the system flexibility assessment are shown in Table 2.

FIGURE 8
Map of the supply of flexibility in multi-timescale systems.
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From Table 2, it can be seen that comparing the flexibility
assessment results under each scale horizontally, in this example
system with only 15% of wind power access, the flexibility demand
under high- and medium-frequency fluctuations is smaller, the
probability of insufficient flexibility is lower, and the expectation of
insufficient flexibility is smaller compared with low-frequency
fluctuations when the overall flexibility of the system is more
affected by low-frequency fluctuations. Thus, it suffers from less
flexibility on low-frequency fluctuations.

5.2 Analysis of the impact of proportions of
wind power installations on system flexibility
assessment

In order to study the flexibility of the power system under large-
scale wind power grid integration, this section sets up the analysis
scenarios with 10% and 20% of wind power installed in Section 4.1,
respectively, on the basis of varying the proportion of wind power

installed, and compares them with the scenario with 15% of wind
power installed in Section 4.1. By calculating the supply and demand
for flexibility at each time scale, it is possible to obtain the supply and
demand for flexibility at multiple time scales for wind power systems
with different percentages of installed wind power. The available
flexibility capacity of the system at different wind power installation
ratios can be obtained by calculating the flexibility supply and
demand at each timescale. The available flexibility capacity of the
system at 10% wind power installation ratio is shown in Figure 10,
the flexibility capacity of the system at 20% wind power installation
ratio is shown in Figure 11, and the flexibility capacity of the system
at 15% wind power installation ratio can be seen in Figure 9 in
Section 4.1. Tables 3, 4 show the evaluation metrics for each
timescale of the system at 10% installed base and 20% installed
base, respectively.

From Figures 10, 11, it can be seen that the available flexibility
capacity of the system at the mid-frequency under the multi-
timescale decomposition is much higher than that at the high
and low frequencies, which is due to the fact that the resources

FIGURE 9
Map of available flexibility capacity for multi-timescale systems.

TABLE 2 Table of the results of the assessment of the system’s available flexibility capabilities.

Flexibility indicator Flexibility deficiency probability (%) Flexibility sample expectation

Long timescale 16.7 1.67

Medium timescale 12.5 22.84

Short timescale 21.9 175.11

Weighted integrated assessment 16.1 44.83
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FIGURE 10
Flexibility capacity map of system availability at 10% installed capacity share.

FIGURE 11
Flexibility capacity map of system availability at 20% installed capacity share.
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supplying flexibility to the system at the mid-frequency are thermal
units, which have a larger standby capacity and faster ramp-up to
satisfy the system’s larger flexibility shortfalls as well as to respond to
the system’s flexibility needs quickly so that the system’s available
flexibility is larger at this frequency. On the other hand, the low-
frequency available flexibility capacity under the multi-timescale
decomposition is in the scarcity phase at 11–12 o’clock. Since the
low-frequency demand of the total system at long timescales relies
mainly on the demand response supply of the two systems, heat–gas,
through coupled elements, at this point in time, both the P2G and
CHP units are almost at maximum output and the system needs
upward flexibility supply, so the available flexibility capacity of the
system at this point in time is smaller.

As can be seen from Tables 2–4, the weighted probability of
insufficient flexibility of the system increases significantly with
the increase in the proportion of new energy access, indicating
that access to new energy has a large impact on the flexibility of
the system in all different directions. In Table 3, the long-
timescale indicators under the scenario of 10% installed wind
power are all 0. This is due to the smaller installed wind power
proportions under this scenario and, thus, the smaller system
flexibility demand caused by the wind power prediction error,
and the system flexibility supply capacity under the longer
timescale can fully satisfy the demand, and therefore, there is
no flexibility shortage. On different fluctuation scales, the
quantity source access in the large-scale new energy under-
flexibility climb segment has a significant impact on system
flexibility under medium- and high-frequency fluctuations and a
lower impact on system flexibility under low frequency. This is
because the new energy output represented by wind power has
stronger fluctuation characteristics at medium and short
timescales, and its large-scale grid connection has more
obvious needs for the growth of system flexibility demand at
medium and short timescales. Under low-frequency

fluctuations, the change in downward flexibility is smoother
compared to upward flexibility because of the complementary
nature of wind power output on long timescales, and the access
to a high proportion of new energy sources has a limited impact
on the downward flexibility of the system on long timescales.

6 Conclusion

This paper focuses on the flexibility sufficiency of integrated
energy systems at multiple timescales and proposes an integrated
energy system flexibility assessment index and its calculation
method based on EMD that effectively differentiates the
flexibility needs at multiple timescales. The validity of the
assessment methodology of this paper is verified using the actual
operation of a real integrated energy system on a typical day as an
example. The effects of different installed wind power capacities and
different timescales on the results of system flexibility assessment are
compared. The main conclusions are as follows: first, due to the
different fluctuation characteristics of wind power output on various
timescales, a high proportion of new energy generation has different
impacts on the flexibility requirements of the system on different
timescales; second, the EMD-based multi-scale decomposition
algorithm can accurately derive independent multi-scale
components in the scaling of flexibility, which is helpful for
determining the flexibility demand under a specific fluctuation
cycle, and further calculating the available flexibility capacity of
the system, which is helpful for the operators to make scheduling
allocations; and last, analyzing the available flexibility of the
integrated energy system under different wind power installation
ratios, wind power output has complementary characteristics on
long timescales, and a high proportion of new energy access has a
limited impact on the downward flexibility of the system on long
timescales.

TABLE 3 Table of the results of the assessment of the system’s available flexibility capacity at 10% of installed capacity.

10% installed capacity share flexibility indicator Flexibility deficiency probability Flexibility sample expectation

Long timescale 0 0

Medium timescale 10.4% 3.64

Short timescale 25% 136.01

Weighted integrated assessment 9.2% 28.66

TABLE 4 Table of the results of the assessment of the system’s available flexibility capacity at 20% of installed capacity.

20% installed capacity share flexibility indicator Flexibility deficiency probability (%) Flexibility sample expectation

Long timescale 16.7 11.77

Medium timescale 20.8 32.15

Short timescale 33.3 290.06

Weighted integrated assessment 21.7 75.58
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