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Carbon Capture, Storage and Utilization (CCS/CCU) is critical for achieving net-
zero emissions. Although the recent surge in CCS/CCU projects announcement,
there is a clear gap between announced capacity (around 400 Mt CO₂ per year)
and the Net Zero Emissions (NZE) scenario deployment target (around 1 Gt per
year) by 2030. This review examines breakthroughs and advancements across
both established and emerging CCS/CCU systems with different Technology
Readiness Levels (TRLs) in various industrial sectors, emphasizing the necessity of
prospective assessments for their acceleration and scalability. It examines the
development and application of prospective Life Cycle Assessment (pLCA) and
prospective Techno-Economic Assessment (pTEA), highlighting their limitations
and importance of their outcomes in decision-making processes. Differences
between the evolving dynamics of the technological systems (foreground) and
the evolution of the overall socioeconomic system (background) are discussed.
Incorporating scenario data from Integrated Assessment Models (IAMs) into pLCA
and pTEA reveals an iterative relationship that significantly influences the
outcome of both the environmental assessments and the economics of large-
scale production of the CCS/CCU systems under study. This, in turn, could
reshape investment strategies towards advanced technologies, necessitating
their consideration within the evolving structure of IAMs. It is concluded that
the inherent limitations of CCS/CCU technologies at an early stage of
development require quantitative uncertainty analysis and demand robustness,
interdisciplinary collaboration, policy intervention, and data transparency. The
rigorous evaluative frameworks are key for developing economic, environmental
and climate policies and enable well-informed decisions across rapidly evolving
sectors. A framework is proposed in this review, outlining amultistep process that
includes a series of databases and open-source tools to interface pTEA and pLCA
with enhanced IAMs for CCS/CCU, demonstrating its potential to improve
decision-making and policy development.

KEYWORDS

prospective life cycle assessment, integrated assessment models, prospective techno-
economic assessment, carbon capture and utilisation, carbon capture and storage

OPEN ACCESS

EDITED BY

Federica Raganati,
National Research Council (CNR), Italy

REVIEWED BY

Hirdan Costa,
University of São Paulo, Brazil
Henrique A. Matos,
University of Lisbon, Portugal

*CORRESPONDENCE

Pingping Wang,
pingping.wang@tuwien.ac.at

Ada Josefina Robinson,
ada.robinson@tuwien.ac.at

RECEIVED 05 April 2024
ACCEPTED 03 July 2024
PUBLISHED 26 July 2024

CITATION

Wang P, Robinson AJ and Papadokonstantakis S
(2024), Prospective techno-economic and life
cycle assessment: a review across established
and emerging carbon capture, storage and
utilization (CCS/CCU) technologies.
Front. Energy Res. 12:1412770.
doi: 10.3389/fenrg.2024.1412770

COPYRIGHT

© 2024 Wang, Robinson and
Papadokonstantakis. This is an open-access
article distributed under the terms of the
Creative Commons Attribution License (CC BY).
The use, distribution or reproduction in other
forums is permitted, provided the original
author(s) and the copyright owner(s) are
credited and that the original publication in this
journal is cited, in accordance with accepted
academic practice. No use, distribution or
reproduction is permitted which does not
comply with these terms.

Frontiers in Energy Research frontiersin.org01

TYPE Review
PUBLISHED 26 July 2024
DOI 10.3389/fenrg.2024.1412770

https://www.frontiersin.org/articles/10.3389/fenrg.2024.1412770/full
https://www.frontiersin.org/articles/10.3389/fenrg.2024.1412770/full
https://www.frontiersin.org/articles/10.3389/fenrg.2024.1412770/full
https://www.frontiersin.org/articles/10.3389/fenrg.2024.1412770/full
https://www.frontiersin.org/articles/10.3389/fenrg.2024.1412770/full
https://www.frontiersin.org/articles/10.3389/fenrg.2024.1412770/full
https://crossmark.crossref.org/dialog/?doi=10.3389/fenrg.2024.1412770&domain=pdf&date_stamp=2024-07-26
mailto:pingping.wang@tuwien.ac.at
mailto:pingping.wang@tuwien.ac.at
mailto:ada.robinson@tuwien.ac.at
mailto:ada.robinson@tuwien.ac.at
https://doi.org/10.3389/fenrg.2024.1412770
https://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org/journals/energy-research#editorial-board
https://www.frontiersin.org/journals/energy-research#editorial-board
https://doi.org/10.3389/fenrg.2024.1412770


1 Introduction

Limiting human-caused global warming requires net zero CO₂
emissions (IPCC, 2023). Carbon Capture, Storage and Utilization
(CCS/CCU), or CCUS, plays a significant role to decarbonize hardto-
abate industrial sectors and achieve net negative CO₂ emissions (IEA,
2023a). The IPCC Special Report on 1.5°C highlights that substantial
application of CCS/CCU is projected in three out of four pathways,
potentially capturing between 350 and 1200 Gigatons of CO₂ by 2100
(IPCC, 2022). The United Nations’ Sustainable Development Goals
(SDGs) include 17 principles aimed at global sustainable
development. In particular, CCS/CCU is primarily contributing to
Climate Action (Goal 13), Industry, Innovation, and Infrastructure
(Goal 9) and Sustainable Cities and Communities (Goal 11) (United
Nations, 2015), since it has high mitigation potential for point source
emissions from fossil-based energy and challenging industrial processes
where alternative technologies are limited or underdeveloped.WhenCO₂
is captured directly from the atmosphere (DACCS), or biomass
(BECCS), CCS provides the storage infrastructures of these Carbon
Dioxide Removal (CDR)methods. CCU is attractive because of its ability
to substitute conventional carbon-intensive production routes and offsets
high capture costs (MacDowell et al., 2017), especially for the production
and use of chemicals. However, it is crucial to consider how the
deployment of CCS/CCU might impact other SDGs, and any
potential adverse effects should be mitigated through life cycle and
prospective assessments that respect planetary boundaries (Rocha and
Costa, 2021; Ioannou et al., 2023a).

Despite the recent surge in announcements for CO₂ capture,
transport, storage, and full-chain projects (Global CCS Insitute,
2023), global rates of CCS/CCU deployment are far below than in
modelled pathways limiting global warming to 1.5°C and 2°C (IEA,
2023a). This is critical in hard-to-abate industrial sectors where
reducing greenhouse gas emissions is particularly challenging due to
the integral role of carbon in their production processes and
unavailability of avoidance and alternative options currently.
These sectors include steel, cement, and chemicals, which
collectively contribute to approximately 70% of total industrial
emissions. The term hard-to-abate highlights the importance of
reducing emissions and increasing energy efficiency first. This
approach aims to ensure efforts to cut emissions are not
weakened and that we avoid investing in outdated, fossil fuel-
based technologies that might soon become worthless. It also
helps prevent getting stuck with old, polluting infrastructure,
making the shift to cleaner alternatives easier and more effective.
CCS/CCU technologies not only span a range from early
development to fully operational stages, but also exhibit
considerable variation in their application and maturity across
different sectors. The oil and gas sector exhibit a higher level of
CCS maturity compared to the power sector, the cement, and
chemical industries, where, for example, captured CO₂ is utilized
in Enhanced Oil Recovery (EOR), this additional oil production can
offset some of the costs associated with CCS/CCU, making it more
economically viable for the industry. The large-scale
implementation of CCS/CCU is hindered by a range of barriers
spanning technological, economic, institutional, environmental, and
social dimensions (IPCC, 2023). Technical challenges include
enhancing the efficiency of capture technologies to improve
capture rates while minimizing energy demands, and devising

strategies to reduce the significant capital and operational
expenses associated with CCS/CCU projects. Additionally, the
identification of suitable storage sites and uncertainty regarding
the permanence of ocean storage present significant challenges. The
development of extensive transportation infrastructure and the
establishment of robust regulatory frameworks for
implementating and managing CCS projects that span national
borders are also crucial. These frameworks must define long-term
responsibilities for storage sites, address potential leakage issues and
establish protocols for medicating international treaties, which may
not currently be equipped to handle issues specific to CCS as a zero-
or low-emission mechanism. Additionally, CCS was incorporated as
a Clean DevelopmentMechanism (CDM) under the Kyoto Protocol,
enabling projects to generate certified emission reduction (CER)
credits, thus promoting global CCS technology adoption to mitigate
GHGs (Arlota and Costa, 2021b). However, there still exist legal
aspects that need to be considered and regulatory gaps that need to
be clarified to achieve the large-scale of CCS/CCU. For example,
Frattini et al., 2022 pointed out the lack of actions taken by countries
towards the provisional application of the London Protocol and the
lack of inclusion of CO2 transport modes other than pipelines in
European legislation. From a social perspective, Arlota and Costa,
2021a states that policymakers and stakeholders must address
potential injustices associated with low-carbon technologies, such
as corporate takeover of community resources and poor labour
conditions, by integrating considerations of gender, housing, and
socioeconomic structures into energy policies. Integrating climate
justice into CCS/CCU legislation promotes sustainable development
by addressing environmental, social, and economic dimensions
simultaneously, in particular the disproportionate impact of
climate change on vulnerable, low-income groups due to
inadequate urban infrastructure.

Techno-Economic Assessment (TEA) and Life Cycle
Assessment (LCA) are crucial for providing systematic,
quantitively, and comprehensive insights to decision-makers
regarding CCS/CCU systems (Zimmermann et al., 2020;
Roussanaly et al., 2021; Skone et al., 2022). However, given the
rapid technological evolution and dynamic development of
socioeconomic environment there is a growing need for
prospective assessment methods that can incorporate these
changes from a mid-to long-term perspective that matches the
application horizon of the investigated technological systems
(Sacchi et al., 2022). Prospective TEA (pTEA) and prospective
LCA (pLCA) have attracted significant attention and
development in recent years especially for emerging low-carbon
technologies (Cox et al., 2018; Thomassen et al., 2020; Langkau et al.,
2023). Projections of technological change play a critical factor in
analysis of alternative futures and the impacts of policy interventions
to address global climate change (Luderer et al., 2019). With the
urgency to reduce greenhouse gas (GHG) emissions, the energy
sector and various industries are undergoing swift transformations.
This context renders prospective LCA particularly valuable for
assessing the environmental performance of rapidly developing
technologies, including those that are emerging or yet to be
developed (Sacchi et al., 2022). Prospective application of TEA
and LCA at low TRLs can enable technology developers to
understand the implications of different design choices on future
performances (i.e., technical, economic, and environmental) of an
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emerging technology. This approach is instrumental to reduce costs,
avoid environmental consequences, and prevent regrettable
investments by supporting technology developers to optimize
different parameters without major disruptions.

Several quantitative models have been developed to study
systemwide human and natural systems and the effects of various
mitigation technologies and public policies on projections of future
climate change, which have become well-known as “Integrated
Assessment Models (IAMs)” (Weyant, 2017). With the rapid
deployment and expansion of renewable energy in energy
systems and technological evolution of mitigation technologies,
there is a growing call for more open source, transparent and
flexible integrated models (Brown et al., 2018; Middleton
et al., 2020).

There are various aspects that emphasize the necessity to
implement prospective assessments for CCS/CCU systems. The

rapid expansion of renewable energy sources introduces volatility
and uncertainty into electricity mix projections (Gaugl et al., 2023).
The presence of competitive and diverse mitigation options in
transportation (Smit et al., 2024), heating (Madeddu et al., 2020),
and industrial processes (Georgiades et al., 2023; Lei et al., 2023)
adds to the uncertainty and dynamism of integrating relevant
components into CCS/CCU systems. Furthermore, the evolving
nature of alternative technologies for CO₂ capture, storage,
transport, and utilization across different technology readiness
levels (Dziejarski et al., 2023) along the value chains complicates
this landscape. The growing consumer demand for sustainable and
low-carbon footprint products further influences the market
projection of CO₂-based products (Gabrielli et al., 2023). The
feasibility and scalability of projects highly depend on regional
carbon pricing policies (Becattini et al., 2022) and supporting
infrastructures (Burger et al., 2024). As technologies that are
energy-intensive and intricately connected with industries, the
projection of both background and foreground systems directly
impacts the prospective assessment from technological, economic,
environmental, and social perspectives across the entire value chains
of CCS/CCU (Lamers et al., 2023). Capturing the dynamic changes
and technological evolution of these systems and considering their
interactions poses significant challenges. Additionally, all existing
and continuously evolving regulatory barriers or opportunities, as
well as social perspectives on justice, must be considered in
prospective assessments to provide a more accurate and
comprehensive analysis of the potential impacts and benefits of
large-scale CCS/CCU technologies. Furthermore, IAMs should
encompass wider regions and account for differences in current
legal frameworks to more precisely simulate the economic,
environmental, and social outcomes of CCS/CCU projects. This
approach helps policymakers understand the implications of
international agreements on CCS/CCU deployment, facilitating
informed decision-making and promoting the adoption of best
practices across different regions. Ultimately, this leads to more
effective climate mitigation strategies and contributes to achieving
SDGs with minimal burden-shifting. This review thoroughly
examines the overview and developments of prospective
assessment methodologies for established and emerging CCS/
CCU technologies (see Figure 1). The introduction provides an
insight in prospective methodologies for assessing CCS/CCU
technologies deployment. Section 2 explores recent breakthroughs
and progress in CCS/CCU technologies and projects across the
spectrum of TRLs over time, emphasising on the contribution of
quantitative prospective assessment in promoting scalability. In
Section 3, a distinction between foreground and background
systems underlines the dynamic changes and interconnections
within prospective assessments of CCS/CCU systems. Sections 4,
5 analyse the developments of pTEA and pLCA respectively,
introducing their importance and limitations in adapting to rapid
technological evolution and dynamic socioeconomic environments.
Section 6 provides an overview of the pioneering research and
framework in integrating scenario data from IAMs with pLCA
and pTEA methodologies and applications in CCS/CCU.
Furthermore, Section 6 summarises the available open-source
tools and databases, addressing the challenges with uncertainties,
consistency, transparency, and flexibility. Finally, the review
concludes by underscoring the challenges and limitations of

FIGURE 1
Network showcasing connections and feedback between IPCC
and prospective assessment for CCS/CCU. pLCA and pTEA represent
interconnectedness of prospective environmental and economic
insights. The feedback loops between pLCA/pTEA and IAMs
highlight the iterative process of incorporating dynamic changes from
background and learning from foreground technology scaling to
refine socioeconomic scenarios.
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prospective assessment in scaling-up of CCS/CCU technologies,
identifying areas for further development.

The main objective of this paper is to highlight the significant
role and implications of utilizing pLCA and pTEA
methodologies, in conjunction with IAMs scenario data, for
evaluating the potential of emerging CCS/CCU technologies.
This study sheds light on how these assessments should be
conducted, suggesting the importance of considering the
unique contexts of different CO₂-emitting industries to avoid
relying solely on a single solution, henceforth, directing the
decision-making process across evolving sectors and
advancing towards a comprehensive understanding of how
deploying specific CCS/CCU technologies will impact the
background system, potentially influencing it in a feedback
loop. To solve this complexity, this review provides insights
on the importance of interdisciplinary collaboration, system
integration, consistency, and transparency of data for emission
mitigation technologies in driving the transformation of society-
wide systems to deal with climate change.

2 Development in CCS/CCU

Despite CCS/CCU projects beginning in the 1970s and 1980s,
their broad adoption has been sluggish, particularly between
2010 and 2020. This period was marked by unexpected costs and
delays due to economic challenges and lack of policies, alongside the
rising competitiveness of renewable energy technologies (Energy

Transitions Commission, 2022). Yet, the landscape has considerably
shifted in recent years, thanks to significant policy developments
that have boosted the potential for CCS/CCU project investments.
As shown in Figure 2, by July 2023, 41 commercial capture facilities
and 392 projects in the pipeline around the world are applying CCS/
CCU to industrial processes, fuel transformation and power
generation. The sector witnessed a 102% increase in projects
under development compared to the previous year, reaching a
total capture capacity of 361 Mt. The leading countries in CCS/
CCU project development include the US, UK, Canada, China, and
Norway, primarily focusing on natural gas processing, hydrogen
production, refining and coal-to-gas plants (IEA, 2023a; Global CCS
Insitute, 2023).

The evolution of CCS/CCU projects has also seen a shift from
vertical integration towards networked deployments, which offer
economies of scale and reduced risks. Capture hubs and transport
networks are being facilitating to service regional CO₂ source
solutions (Global CCS Insitute, 2023). Power and heat
generation, hydrogen/ammonia production, biofuels and natural
gas processing are leading sectors in CCS adoption, with cement
emerging as the fastest-growing industry. Additionally, there are
more than 30 DAC plants in development (IEA, 2023a). The hard-
to-abate sectors such as cement (Gallego Dávila et al., 2023), oil-
refinery (Ioannou et al., 2023b) and aviation (Sacchi et al., 2023a) are
positively exploring the potential of CO₂ utilization and/or DAC in
various applications, including methanol, synthetic fuels,
mineralization and plastics, highlighting the role of CO₂
utilization and recycling in achieving net-zero emissions.

FIGURE 2
Timeline for the development of CCS/CCU projects (Data from IEA, 2023a). The smallest scale in the plot with the marker represents unknown
capacity of announced projects. Industrial Processes include Iron and steel, Cement, Natural gas process, Hydrogen/ammonia, and other industry; Fuel
Transformation covers other fuel transformation and Biofuels; Power Generation is represented by Power and heat. CCU/CCS specific processes include
Direct Air Capture, CO₂ transport, CO₂ storage, and CO₂ T & S (Transport & Storage).
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Despite this progress, a significant portion of CCS/CCU projects
remains in the early stages of development, revealing a discrepancy
between the deployment announcements (around 400 Mt CO₂ per
year) and the targets set for Net Zero Emissions scenarios (around
1 Gt CO₂ per year) by 2030. The existing gap underscores the urgent
need for enhanced policy support, public engagement, and
technological innovation to meet the ambitious goals of limiting
global warming to 1.5°C–2°C. Moreover, the vast potential capacity
for CO₂ storage exceeding 1,000 Gt, presents a significant
opportunity to mitigate climate change impacts. However,
achieving this potential directly depends on the rapid and
sustained development and deployment of CCS/CCU
technologies to match the pace required for substantial emission
reductions in line with global climate targets (IEA, 2023a; Calvin
et al., 2023).

To accelerate the deployment of CCS/CCU, policy responses
must be tailored to national and sector-specific circumstances.
Countries that produce a considerable number of hydrocarbons
(Algeria, Brazil, Canada, Japan, Norway, Saudi Arabia, United Arab
Emirates, United Kingdom, and United States) or countries that
refine it in considerable quantities (China, Brazil, Canada, Japan,
Saudi Arabia, and United States) present a trend in the installation
and operation of CCS facilities and can serve as a state-of-the art in
regulations and deployment for the rest of the countries (Nunes and
Costa, 2021). These countries developed roadmaps that converge on
several critical aspects: 1) improve legal situations, 2) support rapid
ramp-up with flagship projects by 2030, 3) promote research and
development, 4) strength international and regional cooperation, 5)
incentivize CO₂ capture in hard-to-abate sectors, 6) support
infrastructure development by 2040, 7) strengthen public
awareness and acceptance, etc. The IEA projects that globally,

over $160 billion in cumulative investment is needed in CCS/
CCU by 2030 to support its role in achieving climate targets
(IEA, 2023a). These efforts must be complemented by robust
policies and legal frameworks. Rapidly changing environments
and adjusting policies pose challenges for prospective assessments
of CCS/CCU technologies, which require a higher regional and
temporal resolution background system, as well as a wider range of
foreground technology systems to support comprehensive analysis.
Technology development typically advances through various TRLs,
from initial concept and discovery in the lab (TRL 1–3), through
larger lab-scale development (TRL 4–5), to pilot-scale testing (TRL
6), demonstration (TRL 7), the need for commercial refinement
requirements (TRL 8) and finally, commercial scale (TRL 9). CCS/
CCU systems involve multiple components at varying TRLs as
shown in Figure 3, especially for CO₂ capture and utilization
technologies, which underscores the complex nature of CCS/CCU
systems (Bui et al., 2018).

For CO₂ capture, amine-based chemical absorption has been a
cornerstone, widely utilized in natural gas processing to separate
CO₂ from methane since the 1930s. In the 1940s, physical
absorbents like Selexol and Rectisol began their application in
coal or biomass gasification plants. The development of
adsorption technologies, leveraging solid sorbents for hydrogen
production and ammonia synthesis, emerged in the 1950s and
1960s. The 1980s saw the introduction of membrane technologies
in the natural gas industry, aimed at enhancing CO₂ capture
efficiency (Global CCS Insitute, 2021).

As the focus on decarbonization increased, traditional
chemical absorption techniques have been applied in power
generation and other industrial sectors. Concurrently, a series
of innovative technologies is under research and development,

FIGURE 3
TRLs of CO₂ Capture, Transport, Storage and Utilization technologies (Sources: Global CCS Insitute, 2021; Air Liquide, 2022; Dziejarski et al., 2023;
Bouaboula et al., 2024).
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aiming to boost capture performance and reduce associated costs.
Among these, the cryogenic approach, noted for its superior CO₂

recovery and purity, has garnered interest, often complemented
by advanced processes like polymeric membrane techniques,
currently at TRL 6 (Air Liquide, 2022). Active research areas
such as Chemical Looping Combustion (CLC) and calcium
looping, particularly relevant for the cement industry, are
making strides with CLC evaluated at TRL 5-6 and calcium
looping slightly further along at TRL 6-8 (Global CCS
Insitute, 2021). A diverse spectrum of solvents for chemical or
physical absorption is under development across various TRLs,
including ionic liquids (TRL 2-3), phase-change solvents (TRL 5-
6), water-lean solvents (TRL 4-7), and the chilled ammonia
process (TRL 6-7). Similarly, an array of membrane materials
is under investigation, with notable advancements like the
commercial-scale membrane system (TRL 4-7) developed by
Membrane Technology and Research for power plants (DOE-
EPRI, 2020). The past decade has also seen considerable progress
in adsorption technologies, attracted by their potential for high
capacity at low temperatures and the promise of purer products
through fewer processing steps. Materials such as activated
carbon, silica, alumina, Metal-Organic Frameworks (MOFs),
and zeolites are being applied in industries including cement,
ammonia, methanol, and steel, with TRLs ranging from 5 to 8
(Dziejarski et al., 2023). Notably, Svante’s VeloxoTherm system,
based on a rapid-cycle temperature swing adsorption process,
demonstrates the potential of emerging adsorption technologies
(TRL 5-7). Breakthrough technologies that enable inherent CO₂

capture, requiring no additional energy for CO₂ separation, such
as the Allam-Fetvedt power generation cycle and the Calix
Advanced Calciner for lime and cement production, offer cost
reductions, facing however considerable challenges for
retrofitting existing plants (Global CCS Insitute, 2021).

For achieving net negative CO₂ emissions, Direct Air Capture
(DAC) technologies have attracted considerable attention. DAC’s
versatility allows for deployment without geographical constraints,
with methods based on solid or liquid absorbents reaching pilot or
demonstration scales, such as hydroxide-carbonate and
temperature-vacuum-swing adsorption (TRL 6-7). Research
continues into other DAC technologies, including amine-based
absorption (TRL 3-4), electrolysis (TRL 1-4), bipolar-membrane

electrodialysis (BPMED) (TRL 2-4), and cryogenic methods (TRL 1-
3) (Bouaboula et al., 2024).

CO₂ transport, encompassing offshore and onshore methods
such as highways, railroads, pipelines, and ships, has universally
achieved TRL 9, facilitating commercial-scale operations (Global
CCS Insitute, 2021). In CO₂ storage, technologies like CO₂-EOR and
saline formations are commercially implemented (TRL 9), while
depleted oil and gas fields, and enhanced gas recovery (EGR)
methods are undergoing demonstration (TRL 6-8). Less
conventional storage options, such as the carbonation of CO₂ in
basalts demonstrated by the CarbFix project in Iceland (Carbfix,
2024) and the Wallula project in the United States (McGrail et al.,
2017), are under development.

Lastly, CO₂ utilization aims to recycle captured CO₂ into various
products, such as solvents, fuels, carbonates, polymers, and other
products. Mature technologies are employed across the fertilizer,
food, beverage, and chemical industries, producing items like
methanol and CO₂-based polycarbonates, polyurethanes, and
urea, achieving TRL 9 (Hepburn et al., 2019). Technologies
under development span conversion processes for energy carriers
like methane (TRL 8), ethanol (TRL 6), formic acid (TRL 6), syngas
(TRL 6), Fischer-Tropsch products (TRL 5), and raw materials such
as dimethyl carbonate (TRL 8), dimethyl ether (TRL 3), carbamates
(TRL 2), fine chemicals (TRL 1-3) and others at varying TRL from
1 to 8 (Dziejarski et al., 2023). Mineral carbonation processes for
products like magnesium carbonates and sodium bicarbonates,
including concrete curing, show progress from TRL 4 to TRL 8
(Chauvy and De Weireld, 2020).

3 System description of CCS/CCU

The CCS/CCU framework is characterized by its multifaceted
operational segments including CO₂ sources, capture mechanisms,
compression stages, transportation logistics, utilization pathways,
and ultimate sequestration (IEA, 2020). However, a comprehensive
description of the framework is not complete without considering
energy supply, materials, infrastructures, policy support and social
acceptance (Jin et al., 2017; Dalla Longa et al., 2020). In Figure 4, we
introduce a schematic diagram to illustrate the foreground and
background systems within CCS/CCU frameworks.

FIGURE 4
Schematic diagram of background and foreground systems of CCS/CCU.
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A foreground process includes technology developments,
technological learning, and the technology diffusion, which are
directly impacted by changes in the production volume of the
system under investigation. For CCS/CCU systems, it
encompasses the direct operational elements for the capture,
conditioning, temporary storage, transportation, and final storage
or utilization of CO₂. These components are directly influenced by
production volume changes resulting from the adoption or
enhancement of CCS/CCU technologies (Hasan et al., 2022). The
precision in defining these elements enhances the clarity and
applicability of LCA and TEA. The functional unit is a
quantitative reference to describe the service or function that a
system provides, and usually it is linked to the foreground system
through the production volume, to which all data are normalized. It
is an essential concept in the LCA study that ensures comparability
across different systems or products (Tillman, 1998). It is key to keep
it consistent across TEA to provide a common basis for measuring
and assessing environmental and economic impacts.

On the other hand, a background process is defined as one where
production volumes remain unchanged, or are only indirectly
influenced (e.g., via market dynamics), following a shift in
demand due to the change being analysed. Thus, the background
system includes the broader context necessary for CCS/CCU
deployment, such as energy supply, materials, infrastructures,
policy support, and social acceptance (Turgut et al., 2021). A
notable debate arises regarding the classification of CO₂
emissions from specific emission sources. Differentiating
foreground from background systems is crucial to select an
appropriate functional unit for analysis. When considering
DACCS process, the CO₂ sourced from the atmosphere, which
arises from various dispersed sources, human activities included,
is considered part of the background system. For DACCS process, a
fitting functional unit could be “1 kg of net CO₂ removed and
stored”, which reflects the contribution of DACCS to lowering
atmospheric CO₂ level. This way of defining the functional unit
aligns with the background nature of the CO₂ sources for DACCS,
and implies that scaling up the operation, proportionally increases
the environmental impact assessment, while maintaining the nature
of the CO₂ source (Liu et al., 2020). Conversely, CO₂ captured and
storage from point sources, such as power plants or industrial
facilities, is considered part of the foreground system, since
emission of CO₂ is a direct result of the foreground activities
(e.g., electricity generation, cement production). Integrating CO₂
capture technologies at these sites directly impacts the volume of
emissions avoided, linking the functional unit closely with specific
capacity of foreground operations. As further discussed in Section 5,
a more suitable functional unit could be “1 kg of net CO₂ emissions
avoided directly from the point sources and stored”. In both cases, if
CO2 is utilized instead of stored, the functional unit of the whole
CCU system is preferably “1 kg of CO2 treated”. In this case, the
main net CO2 savings arise from the avoidance of production from
fossil resources for the product to which CO2 was converted.
Depending on the end-of-life of this product (e.g., incineration or
storage), the 1 kg treated may or may not be considered as
CO2 saving.

The distinction between foreground and background systems
aids in structuring these assessments, allowing for a focused analysis
of the operational units while considering the broader

environmental and socio-economic impacts (Luderer et al., 2019).
It is essential to define the system boundaries clearly to perform a
sounding LCA and TEA, typically encompassing the full life cycle
from cradle-to-grave (Tanzer and Ramírez, 2019; Zimmermann
et al., 2020).

The interaction between foreground and background systems is
crucial for the overall performance and impact of CCS/CCU
technologies. The background system dictates the availability and
sustainability of resources and feedstock (e.g., CO2 for CCS/CCU)
required for the foreground operations (Slameršak et al., 2022).
Policy support and regulatory frameworks within the background
system (as described in Section 1 and Section 2) can significantly
influence the deployment and scalability of CCS/CCU technologies.
Additionally, the socioeconomic context, including market dynamic
and societal acceptance, affects the viability and success of these
technologies (IEA, 2023b). The energy and materials required for
CCS/CCU technologies have their own environmental footprints
(Volkart et al., 2013; Marchese et al., 2021). Assessing these impacts
is essential for ensuring that the foreground system contributes
positively to environmental goals. Especially in the context of the
rapidly evolving energy systems, the scenarios of background system
will directly affect the demand and performance of foreground
system (Qiu et al., 2022). Therefore, a thorough assessment of
the background system is indispensable for enhancing the
performance of foreground system in CCS/CCU technologies.
Understanding this interplay is essential for optimizing CCS/
CCU technologies and ensuring their contribution to
environmental goals.

CCU technologies exhibit significant variability in their LCA
results, which hinders their utility in informing decision-making
processes. This variability is attributed to the dual nature of CO₂,
which serves both as an emission to be mitigated and a feedstock for
creating value-added products (Heijungs and Frischknecht, 1998;
Von Der Assen et al., 2013). Despite the standardization of LCA
(ISO 14040, 2006a; ISO 14044, 2006b) the guidelines offer flexibility
in methodological choices. While allowing for adaptability to
specific study contexts, this flexibility often leads to
inconsistencies across LCA studies on CCU technologies, making
them challenging to compare. Thonemann and Pizzol (2019) and
Müller et al. (2020) introduced a decision-making framework for
defining functional units, system boundaries, background processes,
and environmental impact assessment methods. Such guidelines
should clarify ambiguities and identify common pitfalls in assessing
CCU enhancing the transparency, comparability, and reliability of
LCA studies for CCU technologies. They pointed out that a cradle-
to-gate method is sufficient when performing an LCA of CO₂-based
products, to be compared to their conventional counterparts
(i.e., fossil based products), when these products and fuels
present the same chemical structure and composition. This
approach ensures that the assessment focuses on the production
processes differences and inputs up to the factory gate, making it a
suitable method for such comparative analyses. However, they also
caution that in cases where the end-use of CO₂-based products,
especially in their early developmental stages, remains uncertain,
excluding combustion from the analysis might still be necessary.

The prospective assessment for CCS/CCU aligns with the
overarching goal of pLCA: to project the future potential impacts
of technologies by considering changes over time in both foreground
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and background systems and scenarios. This concept of system
division is not only applicable to environmental impact assessment,
but also to economic and social impacts assessment. The division of
CCS/CCU systems into foreground and background components,
coupled with the delineation of system boundaries, has significant
implications for assessing the prospective environmental, economic,
and social impacts of these technologies. A thorough understanding
of these systems facilitates a holistic evaluation, ensuring that CCS/
CCU technologies contribute effectively to mitigating climate
change while considering the broader socio-economic context.

4 Prospective techno-economic
assessment

4.1 Hybrid costing method

To evaluate the competitiveness and economic viability of
technologies, a common way is based on detailed engineering-

economic analysis using established costing methods for a proposed
plant or process installation. Typically, this “bottom-up” costing
approach is utilized for mature technologies (Perry et al., 2008).
However, there is a growing need to evaluate the feasibility of
emerging technologies that are in the early stages of TRLs. The
technologies from low to high TRL will experience cost escalation
during scaling-up from lab-scale to the First-of-a-kind (FOAK) plant
and then starting to fall because of technological learning, as shown in
Figure 5A. The experience gained during the FOAK to Nth-of-a-kind
(NOAK) often leads to a series of process improvements and cost
savings. Learning curves have been widely used to characterize this
“learning-by-doing” effect in the deployment of energy and low-carbon
technologies (Ferioli et al., 2009; Bolinger et al., 2022). However,
projecting cost reductions through learning curve for emerging
technologies is challenging due to the limited historical data
available for generate learning curves (Rubin et al., 2007).

To address the limitations using “bottom-up” costing and learning
curves during the early stages of technology development, Rubin (2019)
developed a framework for estimating the NOAK cost of advanced low-

FIGURE 5
(A) Conceptual representation of cost evolution patterns in process technologies, adapted from Van Der Spek et al. (2017); (B) Conceptual diagram
of prospective environmental assessment during scaling-up of process technologies at different scenarios, adapted from Thonemann et al. (2020).
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carbon technologies that are currently at early pre-commercial stages of
development. This framework addresses the two types of questions that
commonly motivate a cost analysis called “what if” and “what will”
questions. They introduced a hybrid costing method that combines a
bottom-up analysis of the FOAK commercial cost and technological
learning-curve projections (a top-down method) to estimate how costs
may develop in the future.

As shown in Figure 5A, a sound FOAK cost estimation is critical for
applying the hybrid method. Firstly, the selection of the FOAK capacity
is significant because it gives the initial points for applying learning
curves. Then, the capital expenditures (CAPEX) are calculated using a
series of “bottom-up” calculation to reach total plant costs.

Besides, the estimation for FOAK cost also include the operating
expenditure (OPEX) that is expected to be higher than for a mature
technology. Proper and transparent assumptions are significant for
OPEX estimations. The fixed OPEX are highly linked with CAPEX,
while the variable O&M and CAPEX are roughly independent. The
learning curves are often applied to CAPEX. However, some
research pointed out it is also important to apply separate
learning rates for variable OPEX accounting for improvements in
energy efficiency, heat integration, and process improvements.

Then, from FOAK to NOAK cost estimation, the guidelines
from NETL (2013), Rubin (2019), Roussanaly et al. (2021) all
recommended to decompose each plant design into major
technology sub-sections, select an appropriate learning rate (LR)
for each component and set the period of learning and ending
period. The learning rate can be defined as shown in Eq. 1. The total
cost is calculated using the formula provided in Eq. 2.

LR � 1 − 2−b (1)

C xt( ) � ∑n
i�1
C0i

xti

x0i
( )

−bi
� C01

xt1

x01
( )

−b1
+ C02

xt2

x01
( )

−b2

+ ... + C0n
xtn

x0n
( )

−bn (2)

inwhich the index i represents a given cost component. Each component
is in principle characterized by a different learning parameter bi, a
different initial and cumulative capacity x0i, xti. The variables C0i and
C(xt) are respectively, the cost of component i at initial capacity and the
total cost of plant at cumulative capacity. The multi-components
learning curves could also be expended for larger systems.

The direct choice of LR for a sub-section is the value for a
technology that is same or like one under analysis. For some cases,
expert judgments or general heuristics could be required for some
novel technological components. Recently, Malhotra and Schmidt,
2020 proposed a technology typology that distinguishes three types
of novel technologies based on the combination of inherent
characteristics of design complexity and customization need.
Each technology type is coupled with different average learning
rates and standard deviations (type 1: LR = 0.22, σ = 0.05; type 2:
LR = 0.13, σ = 0.04; type 3: LR = 0.05, σ = 0.04).

4.2 Applications of pTEA of CCS/CCU

This section will introduce the application of pTEA across
different fields of the CCS/CCU chain: CCS in power and
industrial sectors, DACCS, and CCU.

4.2.1 CCS in power and industrial sectors
In the power generation and industrial sectors, CO₂ capture

represents a significant portion of the total costs associated with the
entire CCS chain. Early studies, such as those by Rubin et al. (2007,
2012) pioneered the use of learning curves to project the future costs
of CO₂ capture in power plants. With the increasing commercial
scale of CO₂ capture in power plants and natural gas processing,
there are several established cost estimations guidelines for CO₂
capture technologies (IEAGHG, 2013; NETL, 2014; Rubin, 2019). In
the recent years, with the increasing attention for hard-to-abate
sectors, there is surge research about CO₂ capture. Leeson et al.
(2017) conducted a comprehensive TEA of CCS technologies
applied to the iron and steel, cement, oil refinery, and pulp and
paper industries. Their modelling, based on gathered data, projected
CO₂ avoidance costs up to 2050, highlighting that the cost for the
cement industry could potentially reach $28 per tonne of CO₂
avoided through calcium looping. The application of amine
absorption in steel plants and refineries was projected to cost
$55 and $59 respectively by 2050. However, the projections are
marred by significant uncertainty due to the limited and inconsistent
data on alternative technologies. The CEMCAP project
(Gardarsdottir et al., 2019; Voldsund et al., 2019, p. 1), through
quantitative assessment of five different CO₂ capture technologies,
underscored the importance of comparing various technologies to
identify the most cost-effective options for cement plants
specifically. It is critical to note that, as IEAGHG (2018a) pointed
out, the cost-effectiveness of CCS solutions is highly location
dependent, influenced by factors such as waste heat availability
and transport distances (Garcia and Berghout, 2019).

4.2.2 DACCS
The emergence of DACCS technologies has been significantly

supported by policies such as the US Inflation Reduction Act (IEA,
2023b) and CRETE Act (CREATE, 2023), the EU Innovation Fund in
Europe (European Commission, 2022), and various demonstration
projects, e.g., by Climeworks (2024) and Carbon Engineering (2024).
Table 1 summarizes these recent developments, highlighting the
variance in cost projections rooted in differing assumptions,
regarding learning rates for CAPEX and variable OPEX as well as
initial capacity and cost. Thus, costs have been projected to range from
below $100 to over $1000 per ton of net CO₂ captured and stored as
shown in Table 1. Young et al. (2023) applied a hybrid costingmethod
to explore the potential for cost reduction in DACCS across seven
countries, considering the impact of different low-carbon electricity
sources. Their findings suggest that DAC could achieve substantial
cost reductions at the gigaton scale, especially when leveraging nuclear
electricity and heat pumps for low-grade heat. More recently, Sievert
et al. (2024) proposed a novel framework for estimating LRs of DAC
technologies using multi-component learning curves combing
probabilistic cost estimations. This approach, which assesses both
the design complexity and customization needs of DAC components
and systems, offers a more nuanced and potentially less risky method
of projecting cost reductions compared to single-component learning
curves. Recent projected results from Pett-Ridge et al. (2023) and
Sievert et al. (2024) also doubt on the $100/t CO₂ target established by
the US Department of Energy, which also reflects the significance of
further accelerating the development and large-scale development of
diversified DAC technologies.
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4.2.3 CCU
Compared to the research onCCS, the exploration of CO₂ utilization

within the framework of pTEA is notably limited, particularly for
emerging CCU technologies. Faber et al. (2022) adopted the hybrid
costing method to disassemble a direct aqueous mineralization system
into its core components: CO₂ capture and compression, mineral pre-
treatment, the reactor, and post-treatment processes. This approach
enables the identification of the scale of deployment needed to achieve
targeted capital costs and greenhouse gas emissions per unit of the
mineral product. However, it is crucial to note that their projections only
account for CAPEX and not consider the variability in OPEX due to
changes in raw materials and energy prices.

Detz et al. (2018) utilized advanced learning curves for
individual system components to assess the potential
competitiveness of CO₂-based fuels against fossil fuels. Their
analysis suggests that, even under conservative scenarios, H2

production and CO₂-based Fischer-Tropsch diesel could reach
cost parity, driven by the swift cost reductions and efficiency
gains of solid oxide electrolysis technology. Beyond the

technological advancements, the widespread deployment of
renewable energy sources plays a critical role in influencing both
the affordability and demand for CO₂ utilization technologies.

Contrasting with the deployment scale of CCS, the commercial
viability of CO₂-based products encompasses more intricate
challenges (Desport and Selosse, 2022). These include
competition with existing fossil fuel-based products, market
demand, the carbon footprint of the products, and CO₂
pricing—all of which are intricately linked to policy support and
socio-economic trends.

4.3 Challenges and development

4.3.1 Uncertainties of hybrid costing method
All cost estimates inherently come with uncertainties; for

instance, the accuracy of the FOAK capital cost can vary
between −30% and +50% of the calculation value as shown in
the Figure 5A, which the Association of the Advancement of

TABLE 1 Projected costs of pTEA for DACCS (Adapted from Sievert et al., 2024).

Process TRL LR
(CAPEX,
fixed
OPEX;
variable
OPEX)
(%)

x0,t
CO₂

C0,$/tCO₂ xt,
MtCO₂

Ct,
$/tCO₂

Loc Ref

Solid sorbent 6 10%/
15

5% 3000000 834 15357 96 Global Fasihi et al. (2019)

Liquid solvent 5 10%/
15

5% 3000000 931 15737 106

DAC* - 5%/15 3000000 506 5000 179 - Becattini et al.
(2021)

DAC* - 10%/20 1100 419 1,4 195/105 - McQueen et al.
(2021)

Solid sorbent 6 10 2% 70312500 238 361793 110 Global Hanna et al. (2021)

Liquid solvent 5 10 2% 6895000 140 313469 112

Solid sorbent 7 15 2.5% 300000 550 10671 386 Global Qiu et al. (2022)

Liquid solvent 6 15 2.5% 300000 264 10671 123

Solid sorbent 7 14 2.5% 960 2177 1000 170–730 United States of America (and
other six countries)

Young et al. (2023)

KOH-Ca looping 6 10 2.5% 980000 375 100–440

KOH with BPMED 4 14 2.5% 46000 1400 450–1350

MgO ambient
weathering

4 10 2.5% 1100000 500 100–540

Solid sorbent 7 9.7 41000 570 500 170–270 United States of America (Pett-Ridge et al.,
2023)**

KOH-Ca looping 6 3.9 500000 340 160–280

Solid sorbent 7 8%/5 4000 1282 1000 281–579 Global (Sievert et al.,
2024)**

KOH-Ca looping 6 7%/5 500000 670 226–544

CaO ambient
weathering

4 10%/7 1000 2481 230–835

(*The study does not clarify if storage is included in the system boundaries; **LR is the overall learning rate or aggregate learning rate that is based on component-based learning consumption)
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Cost Engineering (AACE) expects for a class 4 estimate (AACE,
2020). In general, FOAK cost estimates are most appropriate for
technologies that have advanced to at least large pilot plant or full-
scale testing of the new technology (e.g., TRL 6-8). Technologies at
earlier stages of development are inherently much riskier (Rubin
et al., 2021). The maturity of technologies across different TRLs
necessitates a varied approach to process contingency, as
recommended by existing guidelines (AACE, 2020). The selection
of an appropriate process contingency value for technologies at
lower TRLs, which exhibit a broader range and greater uncertainties,
demands careful technical and empirical judgment based on the
specific technology’s current state. Moreover, system contingency,
which accounts for additional capital costs associated with system
integration and complexity following the first commercial
installation, also relies on professional judgment for accurate
estimation.

Projecting the FOAK costs to NOAK further amplifies these
uncertainties. The adoption of the hybrid costing method, which
integrates uncertainties linked to learning curve analyses, adds
another layer of complexity. The challenge of calculating LRs is
exacerbated by the scarcity of high-quality data. Thomassen et al.
(2020) emphasized the importance of understanding the drivers of
learning at different developmental stages and advocated for a
hybrid approach that combines expert projections with
extrapolated performance metrics derived from learning curves.
Similarly, recent research by Sievert et al. (2024) on the cost
estimation of DAC systems highlighted the critical role of expert
elicitation, particularly in the absence of empirical data for the
analysis of novel technological components.

Despite the pervasive uncertainties in cost estimation for
emerging technologies, acknowledging, and meticulously
analysing these uncertainties through methods such as sensitivity
analysis and Monte Carlo simulations enables decision-makers to
make more informed decisions. For more comprehensive
uncertainty discussion of methods for applications of low-carbon
technologies, one may refer to relevant publications (Van Der Spek
et al., 2020; Way et al., 2022) in the field.

4.3.2 Assessment for technologies at low TRLs
Evaluating early-stage technologies in hybrid methods presents

significant challenges, particularly for those still under development
(TRL<6). Early technology assessments carry higher uncertainties
due to insufficient operational and performance data (Zimmermann
et al., 2022). This often results in overlooking innovative
technologies and underestimating the importance of process
intensification and optimization in scale-up phases (Van Der
Spek et al., 2017), a critical challenge in rapidly evolving fields
seeking promising yet immature technologies.

In CO₂ capture technology, the broad range of solvents and
sorbents available in labs poses a challenge in accurately predicting
their CO₂ capture capacities. Traditional metrics like selectivity and
working capacity do not always correlate with ultimate process
efficiency, underscoring the need for integrating process modeling
and optimization early in material selection. For instance, the study
by Burns et al. (2020) on over 5000 MOFs highlights the necessity of
integrating detailed process modelling and optimization into
sorbent screening processes. Innovations like the PrISMa
(Charalambous et al., 2023) platform demonstrate the benefits of

combining materials science, process design, TEA and LCA to
enable the efficient screening of materials and effectively rank
their performance against critical performance indicators, such as
Henry selectivity, Purity, Productivity, Net Carbon Avoidance Cost,
Climate Change, and Materials Resources: Metals/Minerals. This
holistic approach underlines the significance of integrating various
dimensions to identify the most suitable structures for cost-effective
and environmentally friendly carbon capture processes.

Advancements in adsorption technologies offer low-cost,
energy-efficient alternatives to traditional absorption systems. Yet,
scaling up solid adsorbents for commercial use remains challenging.
Collaborations, such as between BASF and Svante, have successfully
scaled up of the CALF-20 (Zinc-based Calgary Framework) MOF
sorbents, highlighting potential for industrial applications (Lin
et al., 2021).

For the evaluation of emerging CO₂ utilization technologies, a
systematic evaluation methodology sensitive to the technology’s
developmental stage is crucial. Roh et al. (2020) proposed a
systematic methodology designed for this purpose, unfolding in
three strategic steps: the gathering of primary data, the generation of
secondary data, and the calculation of performance indicators. This
structured approach highlights how the accuracy of performance
indicators at TRLs 2 and 3 hinges significantly on the type of energy
powering the CCU system and the realistic recovery rates of CO₂-
based products. Through four illustrative case studies including
electrochemical CO₂ reduction, ethylene production, synthetic fuels
and microalgal co-firing power plant, which demonstrated the
applicability of their methodology in assessing specific CO₂
utilization technologies.

In the domain of CO₂ conversion to chemicals, the development
and optimization of catalysts are crucial for the transformation of
CO₂ (Artz et al., 2018). The effectiveness of new catalysts is typically
measured by their conversion efficiency, selectivity, or space-time
yield within laboratory reactors. However, the ultimate validation of
a catalyst’s performance lies in its application at the plant level.
Spiekermann et al., (2023) contributed to this area by assessing
catalysts for CO₂ hydrogenation through a process optimization
approach. By employing consistent assumptions to mediate the
trade-offs between reaction kinetics and process design, and by
fine-tuning parameters, their work bridges the link of lab-scale data
on novel catalysts to their process-level performance.

4.3.3 Influence of background system
The uncertainties linked with technological progress and

renewable energy proliferation make it challenging to project
background systems, particularly due to the energy-intensive
nature of CO₂ capture from industrial and atmospheric sources.
Therefore, it is critical to incorporate dynamic background scenarios
into the quantitative analysis of CCS/CCU technologies. Roussanaly
et al. (2021) introduced comprehensive guidelines for evaluating the
costs of CCS technologies, underscoring the need for transparent
scenarios that realistically portray future heat and power supply
strategies. These evaluations must account for the variability in costs
and emissions intensity of heat and power, which are highly location
and situation-dependent, thereby affecting CO₂ avoidance costs and
the comparative assessment of CO₂ capture technologies.

In the long term, post-2050, the grid is expected to accommodate
all power demand with a reliable supply of net-zero-emissions
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electricity for all users. However, in the short term, CO₂ utilization
processes may require the deployment of clean power generation and
energy storage to enable the 24/7 operation likely needed for economic
viability. Many CO₂ utilization processes require significant amounts
of clean electricity, water, and green hydrogen. Given the complexities
of transporting and storing hydrogen, it is crucial to integrate the
design of hydrogen production with CO₂ utilization to ensure
efficiency and feasibility (National Academies of Sciences,
Engineering, and Medicine, 2023).

Biermann et al. (2022) proposed a novel approach for
integrating local heat sources in post-combustion CO₂ capture
processes, enhancing abatement cost effectiveness. Their
methodology, based on multi-period linear optimization, aims to
identify an optimal mix of heat sources that minimizes costs or
reduces external energy imports, considering the existing site’s
energy system capacity. This provides more realistic values
compared to annually averaging, which can vary from 7% to 26%
and 9%–66% for higher costs and emissions respectively.

Regarding CO₂-based products, Christensen and Petrenko
(2017) analysed four policy scenarios to assess synthetic fuel
production potentials under varying electricity source restrictions.
They concluded that substantial production volumes are achievable
only with subsidies ranging from 1.00 to 1.50 euros per litre,
indicating that significant policy support and energy cost are
essential for the widespread adoption of power-to-liquids
technologies (Zhou et al., 2022).

4.3.4 Evaluation of overall supply chain
The holistic integration of CCS/CCU systems reveals significant

opportunities to refine transport and storage cost estimations. In the
United States, the existing infrastructure boasts 9,000 miles of
pipelines dedicated primarily to CO₂ transportation, with 90%
utilized for EOR processes. This contrasts starkly with Europe,
where with lack of specialized CO₂ pipeline infrastructure in
operation, however, around 40 dedicated transport projects have
been planned recently in the North Sea region (IEA, 2020). To
effectively scale up CCS/CCU technologies, developing a versatile
infrastructure capable of accommodating diverse CO₂ transport
methods is essential to manage large CO₂ volumes efficiently.

Roussanaly et al. (2021) criticized the oversimplification of
transport and storage costs into a fixed per-tonne charge. They
proposed a more detailed approach considering factors such as CO₂
flow rate, mode of transport, distance, and storage type, to derive
more accurate cost estimates. The National Energy Technology
Laboratory (NETL, 2022) introduced a CO₂ transport cost model
to estimate the financial aspects of pipeline transportation, enabling
adjustments for various project-specific variables such as CO₂ mass
flow rate and pipeline length. The UK’s Department for Business,
Energy, and Industrial Strategy (BEIS, 2018) provided cost estimates
for shipping CO₂ to geological storage sites, factoring in the
complete infrastructure requirements of CO₂ shipping chains,
including liquefaction and temporary storage processes. Recently,
Oeuvray et al. (2024) published a comprehensive multi-criteria
assessment considering realistic CO₂ transport options including
tank containers that can be transported by trucks, trains, barges, or
ships, dedicated tanks permanently integrated with different
transport modes or pipelines. Their analysis revealed that short-
term transport costs could soar above 200 EUR per ton of CO₂,

exceeding the costs associated with pipeline transport noted in prior
studies, which also reflects the urgency to build corresponding
transport infrastructures.

Eligible CO₂ storage zones must meet several criteria to ensure
safety and efficiency. These include adequate capacity and injection
rates, the containment ability of sealing rocks to prevent CO₂
migration, geochemical and geomechanical stability, appropriate
stratigraphy and reservoir depth, favourable geothermal and
hydrodynamic conditions, and low seismic activity (Nunes and
Costa, 2021). Continuous monitoring of the post-operational
phase of CO₂ injection is also crucial. Based on the EU
experience, most regulatory challenges are attributed to the
geologic CO₂ storage component of the CCS chain, particularly
in managing CO₂ geological storage risks and predicting and
quantifying the costs of potential CO₂ leakage in long-term
liability scenarios (Rocha and Costa, 2021).

Enabling and expanding CO₂ utilization requires consideration
of policies, regulations, equity, and environmental justice. The most
effective and efficient policies for enabling CO₂ utilization would
ensure that externalities from GHGs from all sources are considered
in the full cost of using the technology. Additionally, these policies
should incentivize knowledge creation and reduce costs and risks for
early adopters rather than subsidize specific technologies (National
Academies of Sciences, Engineering, and Medicine, 2023).

5 Prospective life cycle assessment

5.1 LCA frameworks: Introduction and
definitions

Heijungs and Frischknecht (1998) define Life Cycle Assessment
as a “systematic method for evaluating the environmental impacts of
a product or system through all stages of its life cycle, from raw
material extraction through production, use, and disposal.” This
comprehensive approach ensures that environmental impacts are
not simply shifted from one stage or category to another.
Traditionally, LCA studies have focused on analyzing well-
established systems after they have been defined, requiring
extensive data on both background and foreground processes,
and typically aligning the assessment time in the present
(Cucurachi et al., 2018). Notwithstanding the importance of the
traditional LCA approach, a prospective element seems to be
missing. Anticipating an improvement in system performance
may be difficult, at early stages of system design when applying
changes is easy; however implementing potential improvements
becomes difficult and costly if the need for such change is
apparent at later stages of system design (Collingridge, 1982).
This dilemma highlights the importance of adopting a strategic
approach to capture the environmental implications of technologies
during their early development phases by shifting the focus of the
LCA study to a more distant future. Prospective LCA addresses this
dilemma by intervening in the early growth phases when the
technology’s environmental blueprint can still be meaningfully
shaped and modelling background system scenarios, for instance,
future energy systems (Arvidsson et al., 2018).

In Table 2, side-by-side comparison of various LCA
methodologies is presented.
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- Traditional LCA models the effects determined by changes in
the technology landscape as outlined in standards like ISO
14040, 2006; ISO 14044, 2006; European Commission - Joint
Research Centre, 2010;

- pLCA goes a step further by evaluating emerging technologies
and incorporating scenario modelling. This prospective
approach involves working closely with technology
developers and considering future market and technological
changes (Hetherington et al., 2014; Villares et al., 2017;
Cucurachi et al., 2018; Mendoza Beltran et al., 2020; Van
Der Giesen et al., 2020; Sacchi et al., 2022; Kleinekorte et al.,
2023; Langkau et al., 2023);

- Dynamic LCA is separately introduced as a method that
stresses the importance of improving the accuracy of LCA
by addressing the temporal component of technological
developments, especially emissions and related impacts over
relatively shorter time periods than pLCA (Ferrari et al., 2021;
Briones-Hidrovo et al., 2022).

5.2 Foreground and background influence
in pLCA

While emerging technologies often seek to enhance existing
functions performed by established technologies, the comparison
may not always be straightforward, particularly when emerging
technologies possess unique properties. The scarcity of primary
data is a notable issue, often representing only lab-scale or pilot-
scale conditions, impacting the reliability and relevance of results
(Cucurachi et al., 2018). This scarcity extends to both foreground
and background processes.

To conduct a pLCA, it is necessary to model the system at a
future time, when the production scale of the emerging technology
under study has increased compared to its current level.
Additionally, established technologies should also be included in
these evaluations as they may still improve over time, including
possible changing market shares (Buyle et al., 2019) and
background systems.

The evolution from qualitative to fully quantitative models in
LCA is parallel to the increase in technological maturity. Figure 3,
representing TEA of various technologies across TRLs, can be also

extended for LCA. At the nascent stages (TRL 1-2), where basic
principles and concepts are the focus, LCA plays a crucial role in
major screening processes such as the selection of raw materials and
the energy mix, with assessments grounded in thermodynamic
principles. This early-stage LCA aims to identify environmental
hotspots that could be critical in later stages of development. As the
technology progresses to proof of concept (TRL 3), LCA facilitates
the environmental impacts assessment and selection of technology
components, providing more detailed insights that guide technology
refinement. At the lab scale (TRL 4), LCA is used to compare process
alternatives based on mass and energy balance, which steers the
direction of technological advancement. Moving to pilot scale (TRL
5-6), LCA becomes an essential tool for the selection of promising
alternatives and comparison with existing technologies (Hellweg
and Milà I Canals, 2014). This comparative analysis is crucial to
highlight potential improvements and optimize the technology
before scaling up. At the demonstration to full-scale phase (TRL
7-9), LCA evolves to provide a full-scale environmental assessment,
where it measures the technology’s maturity as it increases and
ensures that process parameters are optimized for minimal
environmental impact. This stage of LCA is fully quantitative and
include analyses of contributions, scenarios, uncertainties, and
sensitivities to conduct comparative LCA (Roh et al., 2020).

PLCA requires the construction and analysis of scenarios that
provide quantified data for the technologies under study which
can directly be controlled, the foreground system. Since material
and energy inputs are a function of time and production scale.
These scenarios must contemplate how new technologies will
evolve, including aspects like technological advances, scaling up
processes, and market development. Different strategies have
been proposed for modelling the future foreground production
system and scale in pLCA such as the use of learning curves to
calculate the environmental impacts of a technology
development over time (Bergesen and Suh, 2016), scenario
ranges including best and worst case environmental impacts
(Arvidsson et al., 2014), engineering-based scaling laws;
additionally, scientific articles, patents, expert interviews,
unpublished lab results, process simulations, and realistic
assumptions.

As for the background system, which cannot be directly
affected, scenarios should contemplate the broader technological

TABLE 2 Comparative overview of LCA methodologies.

Criteria Traditional LCA Prospective LCA Dynamic LCA

Temporal Scope Current technologies and Systems Project Future Technologies Time-variant impacts

TRLs Mature Technologies Various TRLs Various TRLs

Learning Curves Static or Marginal Changes Incorporates Technology Learning Curves -

Scenario Analysis Limited Scenarios Multiple Scenarios (e.g., IAMs and SSPs) Time-dependent
scenarios

Foreground System
data

Uses LCI databases and previous LCA
studies

Uses scientific articles, patents, expert interviews, unpublished lab results,
process simulations

Uses time-series data

Background System
data

Current Future Scenario Model of Background System/Avoid temporal mismatch with
FG- or omit

Uses time-series data or
omit

System Boundaries Fixed Boundaries Adaptable Boundaries Flexible, evolving
boundaries
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and economic context in which they operate, such as shifts in the
energy sector and overall transitions towards sustainability. If
current background systems are expected to remain constant
over a more extended period, there might be a case for
omitting the modelling of the background system entirely
(Arvidsson and Molander, 2017). In some instances, focusing
solely on assessing heat and electricity inputs, excluding other
background aspects, might be sufficient (Pini et al., 2017).
However, as the expected saturation phase moves further into
the future, the importance of accounting for changes in
background systems grows. This consideration is essential to
avoid discrepancies in time between the studied foreground

system and the background systems, ensuring the study’s
findings remain relevant. Consequently, future scenarios of the
background system are modelled to reflect these potential changes
(Gibon et al., 2015). Taking it one step further, Mendoza-Beltran
et al., 2020 introduced an approach to systematically modify the
ecoinvent database (Frischknecht et al., 2005) parameters by
integrating the scenario information of the technology-rich
IMAGE yielding a database that is both time-sensitive and
scenario-specific. Moreover, Sacchi et al., 2022 generalizes a
background modelling technique applicable across various
sectors with the premise approach to generate more consistent
and transparent databases (See Section 5.4).

TABLE 3 Overview of application of traditional and prospective LCAs for CCU/CCS technologies.

Foreground
system/

Technology

System
boundaries

Background Functional
unit

Emissions
(category,
reduction)

Trade-offs References

Post-combustion MEA
CCS at power plants (with
transport and storage)

Cradle to grave Current state-of-
the-art

1 kWh of
electricity
generated

GWP (−71%)
marine aquatic

ecotoxicity (−27%)

Human toxicity (+181%),
eutrophication (+80%) ozone

layer depletion

Koornneef et al.
(2008)

Oxyfuel CCS at Natural
gas power plant (supply

chain)

Cradle to grave Current state-of-the-
art coal and
natural gas

1 kWh of net
electricity
produced

GWP reduction
(52%–73%))

Human toxicity (+40–75%),
terrestrial ecotoxicity

(+60–120%), freshwater
eutrophication (+60–200%)

Singh et al. (2011)

Oxy fuel + Calcium
looping CCS at Coal power

plant

Cradle to gate Energy supply in
2040 for US

1 MWh of net
power produced

Total direct
emissions (−89%),

Human
health (55%)

Resources performance
(+33%) Increases in fresh-
water eutrophication and

toxicity potentials

Tang and You
(2018)

Direct Air Capture in
Hinwil and Hellisheiði
with Utilization and

Storage

Cradle to grave Global electricity mix
for 2050

1 kg CO₂ captured
(99% purity)

Climate change
(−95%) Particulate
matter (−31%)

Human Toxicity (+18)
terrestrial ecotoxicity (+45.2)

Deutz and
Bardow (2021)

CCS Three types of CO₂
capture; Different length
of pipeline transport

Cradle to grave Multi-scenario
Energy supply in
2010–2060 in EU

1 kWh electricity,
1 kg cement

GWP reduction
(−48%), Human
toxicity (−39%)

Water Land use (+57%), Land
use (+41%)

Volkart et al.
(2018)

CCU - Polyols Cradle to gate Current state-of-
the-art

1 kg CO₂ treated −5 to −7 Negative GWI was observed
for all CO₂ conversion

technologies besides DMM,
electrochemically produced

formic acid, and FT
production, in both a near-
and a long-term scenario

Thonemann and
Pizzol (2019)

CCU - formic acid via
hydrogenation

−4 to −6

CCU - Dimethyl
carbonate

−3 to −4

CCU - Methanol −2 to −3

CCU - Dry reforming of
methane

−1 to −2

CCU- Reverse water gas
shift

−1 to −2

CCU - dimethyl ether −3 to −4

CCU - Methane −2 to −3

CCU - ethanol via
electrolysis

2 to −3

CCU -
Dimethoxymethane

−1 to 0

CCU - formic acid via
electrolysis

−1 to 0

CCU - Fischer–Tropsch 0 to 1
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5.3 Application of prospective LCA for
CCS/CCU

The varying and evolving TRLs of CCS and CCU technologies
present significant challenges in the execution of pLCA for CCS and
CCU systems due to the intricate scenario analysis and the diverse
technological and methodological perspectives involved. Table 3
presents the methods and findings of traditional and prospective
LCAs from various articles discussed in this subsection. It displays
the connections between the functional unit, the foreground and
background systems, and the environmental trade-offs associated
with prospective and traditional LCA across CCU/CCS technologies
and supply chain. Due to the uncertainties in the LCI data, no
quantitative conclusion can be outlined regarding the clear
convenience of a certain technology. The climate benefits of one
technology over another depend strongly on the energy source, the
location considered, the assumptions made, and the boundaries of the
system, among other considerations. Trade-offs are due to the energy
penalty of infrastructure development from the capture process, air
separation units, and other processes in the value chain. CCU examples
of Table 3 are not pLCA studies, since there is a lack of studies on this
regard in literature compared to the prospective status of CCS.

Initial LCA research primarily focused on post-combustion capture
technologies, especially those using Monoethanolamine (MEA) at
power plants (Spath and Mann, 2004; Koornneef et al., 2008), with
lesser attention given to pre-combustion and oxyfuel combustion
technologies (Singh et al., 2011; Gładysz and Ziębik, 2015). In
contrast, a limited number of studies have assessed the
environmental impact of Calcium looping technology (Kursun et al.,
2014; Petrescu et al., 2017; Tang and You, 2018).With growing focus on
hard-to-abate sectors and the pursuit of negative emissions, recent
studies have broadened to include a variety of CO₂ capture technologies
for cement plants (García-Gusano et al., 2015) and DAC (Deutz and
Bardow, 2021; Terlouw et al., 2021). These studies underscore the
significant influence of energy sources on LCA results for CCS systems,
highlighting the trade-offs between reducing GHG emissions and
increasing other life cycle burdens (Volkart et al., 2013; Negri et al.,
2021). Research has also revealed that the environmental performance
of certain technologies, like tail-end calcium looping, significantly
depends on fuel selection, indicating that alternatives to coal, such as
natural gas or biomass, can reduceGWP (Schakel et al., 2018). There are
a few LCA studies conducting the overall supply chains including the
transport and storage networks for CCS systems (Singh et al., 2011),
where a lack of detailed information regarding critical parameters such
as transportation distances and the CO₂ purity levels required for
injection. Recently, research from Burger et al. (2024) showed that
the high global warming impact contrasts the previous studies because
they considered ready-to-use transport technologies such as truck, train,
barge, and ship rather than pipelines that are still not available
in Europe.

Compared to CCS, developing LCA frameworks for CCU
systems encounters additional hurdles at both technological and
methodological levels. Most these technologies are in early
development stages and are designed to minimize environmental
impacts (Garcia-Garcia et al., 2021). As such, numerous LCA studies
on CCU focus on quantifying the potential reductions in
environmental impact that CCU processes or products may offer
when compared to conventional processes. Despite the provision of

methodological guidance for LCAs of CCU technologies (von der
Assen et al., 2014; von der Assen et al., 2013), debates persist over
key issues such as the system boundaries and duration of CO₂
storage in products (Tanzer and Ramírez, 2019). Moreover, the need
for harmonized LCA methodologies for CCU technologies has been
emphasized (Sick et al., 2020), revealing that methodological
variations across all stages of LCA for CCU significantly impact
the comparability of results (Thonemann and Pizzol, 2019;
Thonemann, 2020). These challenges are compounded by the
reliance on literature and simulation data for LCI analysis and
the often-unspecified TRLs of the CCU systems under investigation.

CCU technologies, especially in their emerging stages, are not
competing directly with current technologies but rather with those
that will become prevalent in the future. Selecting a suitable
benchmark process is essential for accurately assessing the
reduction capabilities of CCU technologies. To this end,
projecting future technological advancements is essential, and
techniques such as learning curves can be employed for both
CCU and reference processes to reflect their evolutionary nature.
Most of the research results and framework proposed are dependent
on specific type of processes. Thonemann and Pizzol, 2019
developed four-step approach for deploying pLCA to produce
electrochemical formic acid production. They pointed out that
validation of alternative production routes is essential to ensure
comparability and liability. Voelker et al. (2022) performed the well-
to-wheel LCA for blending electricity-based polyoxymethylene
ethers (OMEs) with fossil diesel, including four alternative
production routes and different scenarios for hydrogen, heat,
electricity, and sources of captured CO₂. From their results, they
addressed the importance to further expand the foreground systems
and uncertainties about market share because of development of
other competitive technologies. Bachmann et al., 2023 conducted a
consistent environmental comparison between alternatives to
produce syngas switching to biomass, mill-gas, or CO₂ from
fossil resources. The results showed that CCU-based syngas is
viable alternative if CO₂ is the only available carbon source and
low-carbon electricity is abundantly available. Besides, research
conducted by Fernández-Dacosta et al. (2018), Hoppe et al.
(2018), and Sternberg and Bardow (2016) identified the demand
for hydrogen as a hotspot. However, some mitigation technologies
like water electrolysis and DAC can lead to trade-offs in other
impacts, such as eutrophication and ozone depletion (Thonemann
and Pizzol, 2019).

5.4 Prospective LCA to CCS/CCU:
challenges and insights

Synthesizing the recommendations in the works of Arvidsson
et al. (2018), Langkau et al. (2023), Mendoza Beltran et al. (2020),
Müller et al. (2020), Sacchi et al. (2022), Thonemann et al. (2020)
and Van Der Giesen et al. (2020) a systematic approach for
conducting structured, transparent, and consistent pLCAs of
CCS/CCU technology systems is presented in Figure 6. The
study’s Goal and Scope Definition focuses on the future
commercial state of the technology, considering performance,
market situation, and expected maturity and market penetration
at a specific future time.
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Current databases like ecoinvent (Frischknecht et al., 2005),
designed to reflect present conditions, may need to be
complemented with technological advancements or anticipate
shifts in technology and policy. To compile the Life Cycle
Inventory, new technology data are sourced from scientific
research, patents, expert interviews, lab results, or process
simulations (Arvidsson and Molander, 2017). While this data
initially proves the concept of an innovative technology, it must
be extrapolated using assumptions (e.g., based on learning curves) to
depict future commercial operations. IAMs play a key role in
shaping CCS/CCU deployment scenarios influenced by policy
changes (Langkau et al., 2023). The process of how to add
necessary data not found in existing databases, integration of
these scenarios into the LCI database and how to perform the
Life Cycle Impact Assessment with LCA software is further
elaborated in Section 6.3.

The final stage of a pLCA, Interpretation, requires conducting
uncertainty and sensitivity analyses to assess the robustness of its
findings, which involves examining how variations in data and
underlying assumptions could influence the outcomes. While
stochastic uncertainties, those related to data variability, can be
addressed with techniques like Monte-Carlo simulations,
epistemic uncertainties remain as a limitation due to the
inherent unpredictability of future developments (Van Der
Giesen et al., 2020). Scenario analysis is thus employed to
bring transparency to the assumptions made and their
resultant uncertainties. But this approach also has its
challenges since creating future scenarios requires consistency
and clarity, ensuring that assumptions align across the projected
background (global economic and technological context) and
foreground (specific technology under study) (Gibon et al.,
2015). The variability in assumptions regarding technological

efficiency and the choice of background systems or allocation
methods further complicates LCA outcomes, even for identical
products. For example, cradle-to-gate carbon footprints for CO₂-
based methanol in LCA studies vary between −1.7 and +9.7 kg of
CO₂-eq per kg of methanol (Müller et al., 2020). Such variability
can be explained because of the differences in assumptions taken
by the practitioner and highlighted in initial stages of
development as depicted in Figure 5B. The results, considering
uncertainty and sensitivity analyses, are interpreted to provide
comprehensive documentation and transparent reporting of
assumptions and limitations, facilitating informed
decision-making.

6 Prospective assessment with
Integrated Assessment Models

6.1 Overview

IAMs are computer simulations that represent complex
interactions and feedback on a long-time scale between the
socioeconomic system (including climate policies) and the natural
system, which are explicitly designed to inform climate
policymaking (Parson and Fisher-Vanden, 1997; Van Vuuren et al.,
2011). The models vary in their structure, detail, and type of policy
questions they are designed to address (Weyant et al., 1996). IAMs are
the backbone of scenario analysis of Working Group III (WGIII) of the
IPCC. IAMs enable the examination of various technologies and their
contributions to mitigating climate change. Since the Fifth Assessment
Report, they became a crucial tool in the IPCC’s efforts to evaluate the
pathways for limiting global warming to below 2°C within this century
(Cointe et al., 2019; Calvin et al., 2023; IPCC, 2023).

FIGURE 6
Framework for conducting structured, transparent, and consistent prospective Life Cycle Assessments of CCS/CCU technology systems.
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Most IAMs now incorporate prospective TEA for various
technologies. These models account for the ongoing evolution of
energy systems and technological advancements in energy
technologies. This is achieved either through exogenous cost
reductions based on detailed bottom-up analyses, as seen in the
GCAM (Calvin et al., 2019) and MESSAGE (Kishimoto et al., 2024)
models, or by modelling learning-by-doing endogenously, as in the
REMIND (Baumstark et al., 2021), IMAGE (Elke et al., 2014), and
POLES models (Luderer et al., 2019). Regional variations in the
deployment of renewable energy are influenced by factors such as
the potential for renewable resources, the costs and availability of
alternative technologies, and the alignment of renewable energy
supply with demand. Specifically, the REMIND model details each
technology with characteristic parameters, including specific
overnight investment costs that remain fixed for most
technologies but decrease through learning-by-doing. It models
all technologies as capacity stocks, meticulously tracking each
one’s vintage. Since the model imposes no strict limits on the
pace of investment shifts, it allows for significant flexibility in
technological development, enabling different capital stocks to be
invested in and adapted over time. This approach offers a dynamic
framework for exploring the pathways of technological evolution
and its impact on energy systems (Baumstark et al., 2021).

IAMs of the energy-economy-climate system are commonly
used to analyse alternative climate change mitigation strategies and
their implications, with a primary emphasis on reducing GHG
emission. Only recently have IAMs begun to consider other
specific environmental impacts such as air pollution, land-use for
bioenergy or water demand (Calvin et al., 2019; Gaugl et al., 2023)
However, these models have yet to address the broader range of
impacts fully. As a result, a comprehensive and integrated evaluation
of the additional benefits of various mitigation approaches is
still lacking.

In contrast, LCA examines a wide set of environmental impacts
and monitors numerous substance flows. Yet, most conventional
LCAs focus on current technologies and individual systems, failing
to account for changes in environmental performance or the effects
of large-scale and structural changes to systems (Arvesen et al.,
2018). As discussed in Section 5 regarding the development of
pLCA, there has been some progress in adapting LCA to include
future technological changes. This development marks a step
towards incorporating more dynamic and forward-looking
assessments in environmental evaluations.

The fields of LCA and IAMs share a common interest in
evaluating future and large-scale transformation pathways,
focusing on environmental, economic, and social aspects. Efforts
to integrate these two fields have been pursued in two primary
directions to leverage their strengths. One approach involves
incorporating LCA results into IAMs to enhance the
environmental precision and breadth of IAM projections. For
instance, Pehl et al. (2017) integrated LCA energy coefficients
into the REMIND model to assess GHG associated with future
global electricity systems and examine how including life cycle
emissions influences optimal technology selection. Arvesen et al.
(2018) developed a method to derive energy and impact indicators
from detailed LCA for use in IAMs, applying this method to future
global electricity supply scenarios. This approach attributes
construction, operation, and end-of-life coefficients to specific

years, aligning them with IAM data on technology performance
and deployment. Luderer et al. (2019) combined five different IAMs
and LCA methods to evaluate the environmental co-benefits and
adverse effects of various power sector decarbonization pathways.
The approach of integrating IAM scenario results into LCA analyses
is more common in the LCA community. Cox et al. (2020, 2018)
used scenario outcomes from the IMAGE model to compare the life
cycle environmental impacts and costs of current and future
passenger cars. Sacchi et al. (2022) developed an open-source
tool named Premise, which streamlines the integration of IAM
prospective scenarios into the LCI database ecoinvent
(Frischknecht et al., 2005), enabling pLCA. Premise is not limited
to power generation but also extends to other energy-intensive
sectors, including cement and steel production, and
transportation. Its open-source nature has led to widespread use
in pLCA research across various low-carbon technologies,
constantly updating to include more sectors. To offer
comprehensive insights for national GHG reduction strategies,
there is a growing trend towards developing localized integrated
models coupling with LCA. Volkart et al. (2017) combined a cross-
sectoral energy system model with LCA to explore three scenarios
for Switzerland’s energy transition, highlighting the importance of
cross-sectorial technologies, and high temporal and spatial
resolution in evaluating environmental impacts comprehensively.
Baumstark et al. (2021) proposed SecMOD, a sector-coupled energy
system model with LCA designed to optimize Germany energy
system transitions, covering electricity, heat, and private
transportation, and addressing the importance of multi-indicators
of environmental assessment over the full life cycle for a holistic
planning of decarbonization strategies.

As we transition to net-zero energy and industrial processes,
there’s a rising interest in combining IAMs with LCA and TEA,
especially for the power sector and low-carbon technologies. In this
chapter, we first review how CCS/CCU technologies are assessed
within IAMs. Then, we build on the initial concepts introduced in
Section 4, Section 5 to outline a framework for effectively
incorporating IAMs in future assessments for CCS/CCU systems.
We conclude by discussing the importance of these assessments for
environmental and climate policies, while acknowledging the
challenges in this rapidly evolving area.

6.2 Prospective assessment of CCS/CCU
in IAMs

The integration of CCS/CCU within IAM scenarios has
emphasized in studies highlighting its essential role in meeting
the Paris Agreement objectives, but it is also necessary to trade-
off between large-scaled deployment and socioeconomic and
environmental impacts.

With the TIAM-ECN IAM, Longa et al. (2020) projected how
large CCS’s contribution could be in Europe in the power sector and
industry by 2050. They found that around 25% power generation
and 35% energy use in industrial sectors could be coupled with CCS,
in competition with emissions mitigation alternative technologies.
They also emphasized stringent climate policy is a greater driver
than cost reduction for wider CCS diffusion. At the country level, Yu
et al. (2019) compared the mitigation role of CCS/CCU across
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different IAMs and varying socioeconomic pathways (SSPs) for
China. To reduce the uncertainty in the near-term deployment of
technologies, they developed GCAM-China model providing
provincial-level analysis based on the open-sourced framework of
GCAM. The results show the early deployment in China occurs
within industrial and synthetic fuel production sectors following by
increasing deployment in power sector.

The shifts toward long-term CO₂ removal by DACCS addresses
both mitigation cost reduction and land-use competition, despite its
substantial energy and material demands. By century’s end, DACCS
could consume about a quarter of global energy demand (Marcucci
et al., 2017). Qiu et al. (2022) analyzed DACCS through pLCA using
IMAGE 3.2, predicting the evolving requirements of DACCS
technologies. Their study indicates potential enhancements in
electricity sector decarbonization but raises concerns about
terrestrial ecotoxicity and metal depletion, which emphasizes
trade-offs among different impact categories.

Integrating LCA indicators into Swiss TIMES energy model
(STEM), Vandepaer et al. (2020) quantified the long-term life cycle
environmental impacts of the technologies used in the future energy
system. They also explored the environmental and economic trade-
offs of DAC and CCS processes, highlighting how striving for zero
direct GHG emissions via DAC and BECCS elevates costs. They
emphasize the crucial role of indirect GHG emissions and other
environmental impacts such as metal depletion and human toxicity
from infrastructure and supply chains in achieving climate goals.
Shu et al. (2023) applied the open-source SecMOD framework and
explored CCS in Germany’s transition to net-zero emissions. From
their results, CCS is selected as the cost optimal transition pathways,
where it can reduce the need for renewable energy expansion, grid
storage and even electric vehicles. However, large-scale CCS
implementation may impact resource use, land, and ozone layer.

Furthermore, research is expanding into the mitigation potential
of CCS in challenging sectors like cement (Kermeli et al., 2019) and
steel production (Harpprecht et al., 2022). These studies suggest
improvements for IAMs. The uncertainties surrounding
electrification, alternative materials, and competition from low-
carbon technologies such as hydrogen are profound, necessitating
multi-objective optimization and technology superstructure
considerations for sector specific mitigation measures in IAMs.
These results also highlight the importance of capturing cross-
sectoral relationships between industries.

For the prospective assessment of CCU technologies, there is
limited research deployed with IAMs. Blanco et al. (2018b) used JRC-
EU-TIMES model to explore the potential of Power-to-Methane
(PtM) in providing flexibility to the power grid and aiding
decarbonization for other sectors. They also further assessed the
potential of hydrogen and Power-to-Liquids (PtL) in decarbonizing
of transportation and contributing to energy security and
independence (Blanco et al., 2018a). From their study, the
developing level of PtL will be defined by policy adoption on CO₂
storage and biomass availability. Compared with the coupling of CCS
with IAMs, the modeling of CCU into IAMs faces more barriers.
Recently, Desport and Selosse (2022) gave a review about the CCU in
energy models, where they pointed out the CO₂ utilization is still
poorly represented and rarely fully integrated into IAMs. They
highlighted four major obstacles for modeling CCU into IAMs, a
lack of integration for capture processes, a lack of modeling of various

utilization routes for industrial sectors, a lack modeling at the global
level and top-down models. Besides, they also addressed if CCU were
modeled in the context of a carbon circular economy (Olah et al.,
2009), the potential for CCU is likely to be much larger than it would
be in the context of emissions mitigation.

6.3 Framework and guidance

Figure 7 shows a multistep process that include a series of
databases and open-source tools that outlines a framework for pTEA
and pLCA interfacing with IAMs for CCS/CCU.

The initial stages (step 1 and 2) involve refining Life Cycle
Inventory (LCI) and Techno-Economic Inventory (TEI)
databases for the background systems through the integration
of scenario data from IAMs. These databases are adjusted to
reflect scenario-driven transformations in technology, emissions,
cost projections, and supply networks, forming a comprehensive
background for prospective analysis. Based on the framework of
open-source tools, such as Premise (Sacchi et al., 2023b) and
PyPSA (Brown et al., 2024), IAMs scenarios are processed to
update high spatial and temporal resolution of prospective data
for background system. The next stage (step 3 and 4) is
characterized by a thorough aggregation and construction of
superstructure of CCS/CCU databases for the foreground
system. Collecting of TEI and LCI data of different
technologies along the overall supply chains at varying TRLs,
meanwhile, keeping consistency of their prospective projections is
the major work and challenge. This is followed by the application
of specialized LCA software or open-source platforms, such as
Brightway2 (Chris, 2024), to compute the modified LCI, which is
informed by scenario-specific databases. Python could serve as the
connective thread, intertwining disparate data sources,
computations, uncertainty analyses, and the visualization of
pTEA and pLCA outcomes (step 5). The backgrounds crafted
by IAMs, and the enhanced database cohesively integrate future
dynamics of socio-economic systems. The foreground addresses
multiple scenarios concerning the superstructure and
technological evolution within the CCS/CCU system. Results
from pTEA and pLCA are then mapped onto the evolving
landscapes of IAMs (step 6). This cyclic enhancement of the
database and the iterative methodologies employed are
instrumental in providing IPCC with nuanced insights, thereby
refining their guidance on mitigation and adaptation policies.

The integration with IAMs will be useful for using consistent
and comprehensive data source and scenarios for the modelling of
background systems. Nonetheless, these models often suffer from
outdated datasets and the absence of emerging mitigation
technologies. The demand is rising for models that offer high
temporal and geographical resolution, and which are also highly
adaptable to updated, local data – demands that open-source tools as
displayed in Figure 7 are beginning to meet. Some countries such as
Sweden (Krook-Riekkola et al., 2017), Denmark (Andersen et al.,
2019), Switzerland (Gjorgiev et al., 2022) and Austria (Kettner et al.,
2024) have also initiated the construction of localized, high-
resolution national integrated models.

Employing a superstructure-based modelling approach for the
foreground system is advantageous for encapsulating all alternatives.
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ACCS/CCU superstructure allows one to represent feasible pathways of
capture and storage or utilization from multiple CO₂ sources to
products and identify optimal ones for given objectives, constraints,
and parameters. For instance, Chung et al. (2022) developed a
computer-aided tool named ArKaTAC3, which includes a flexible,
expandable TEI and LCI database for CCS/CCU and a
superstructure framework that identifies optimal CCU pathways
under various scenarios. Yet, assessing the foreground system is
often hindered by the diverse maturity levels (TRLs) of technologies
and the difficulty in quantitatively gauging uncertainties related to the
scalability potential and efficiency.

6.4 Challenges and opportunities

Projection for the future is always a challenging topic, especially
for integrated models processing complex and interconnected
systems. The integration of pLCA and pTEA into IAMs for CCS/
CCU such rapid transformation fields reveal a complex landscape of
challenges and opportunities. These challenges can be categorized
into four primary areas: 1) quantitative uncertainties assessment, 2)
matching between different models, 3) transparency of models and
projections, 4) the comprehensiveness and flexibility of models.
Challenges also mean opportunities for advancement, which are also
active areas of research.

6.4.1 Quantitative uncertainties assessment
The combination of a heterogeneous set of data sets and their

integration to existing databases introduce several inherent
uncertainties. The quantitative assessment of these uncertainties
remains a pivotal concern within IAMs (Weyant, 2017), TEA (Van
Der Spek et al., 2020), and LCA (Hellweg and Milà I Canals, 2014)
communities. Despite the availability of numerous methods for
quantifying uncertainties, their practical application remains
limited. Critical questions arise regarding the acceptable levels of

uncertainty and which uncertainties are most significant for
decision-making processes.

Uncertainties in CCS/CCU systems are broadly classified as
either endogenous, originating within the system, or exogenous,
stemming from external factors (Chung et al., 2022). This
distinction is crucial, especially when considering the separate
impacts on background and foreground systems. The
background system, encompassing a wide array of
technological systems, is rife with endogenous uncertainties
such as energy efficiency, demands, and technology
lifespan—factors intrinsic to the energy system. It also faces
uncertainties from the development of other decarbonization
technologies like electrification, alternative production routes,
and hydrogen technology. Furthermore, exogenous
uncertainties, including energy policy, fuel costs, technology
costs, and climate change, represent external challenges
beyond technological control (Li and Maréchal, 2023).

Foreground systems of CCS/CCU confront endogenous
uncertainties inherent to their operations (Chung et al., 2022),
such as CO₂ recovery rates, kinetic rates of conversion reactions,
mass transfer coefficients, and leakage rates. These uncertainties,
typically epistemic, suggest areas for potential research and
experimental validation to reduce margins of uncertainty. In
contrast, exogenous uncertainties, arising from economic,
regulatory, environmental, and societal factors, such as cost of
utilities, carbon pricing, societal acceptance, atmospheric changes,
pose aleatory challenges due to their unpredictability and impact on
the feasibility and adoption of CCS/CCU technologies.

The interplay between internal systems of CCS/CCU and
external factors generates a dynamic feedback loop where
technological advancements draw increased investor and
stakeholder attention, spurring policy reforms and further
technical research and optimization (Mo et al., 2018). This
complex interaction highlights the necessity for an integrated
approach to uncertainty management in CCS/CCU systems,

FIGURE 7
Schematic ramework of IAMs with prospective LCA and TEA for CCS/CCU. (Open-source tools: Premise (Sacchi et al., 2023b), PyPSA (Brown et al.,
2024), SecMOD (Reinert et al., 2022), Brightway2 (Chris, 2024), AB-Activity-Browser (Steubing et al., 2020), SimCCS (Middleton et al., 2020), LiAISON
(Lamers et al., 2023)).
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combining technological innovation with policy and economic
strategies to enhance technology adoption and scalability.

6.4.2 Matching between different models
Drawing from the insights of Sacchi et al. (2022) a significant

challenge in IAMs and LCA emerges from the potential
misalignment between the technologies modelled in IAMs and
the corresponding LCIs (e.g., the lack of a distinction based on
grades for steel products in the IAMs, while such distinction is
especially important for calculating material and energy inventory in
the LCI database). This misalignment often results in discrepancies
in data granularity, leading to semantic ambiguities where a single
IAM process may correspond to multiple activities within the LCI
database without clear delineation of their respective contributions.

For instance, notable models such as REMIND (Baumstark
et al., 2021) and IMAGE (Elke et al., 2014) do not account for
the utilization of CCS technologies across sectors for achieving
climate change mitigation targets. Despite this, CCS is expected
to play a pivotal role in mitigating emissions in sectors that are
difficult to decarbonize, regardless of the level of modelling, be it
national or sectoral. This highlights existing inconsistencies between
the realistic deployment of CCS technologies, nationally announced
scenarios, and the net-zero emissions scenarios projected by IAMs.
The IEA has developed scenarios such as Stated Policies, Announced
Pledges, and Net Zero Emissions to illustrate the variance between
realistic and idealistic projections (IEA, 2023a).

6.4.3 Transparency of models and projections
The divergence in objectives and structures across different

modelling approaches and communities exacerbates the challenge
of achieving coherence and expanding integration. Understanding
and correctly interpreting data from both IAMs and LCAs can
mitigate these discrepancies. Nonetheless, for CCS/CCU
technologies and other emerging technologies undergoing rapid
transformation, the integration of external, non-standard data
sources remains a widespread practice. This integration is crucial
for identifying and quantitatively analysing inconsistencies between
model projections and external data, underscoring the importance
of bridging these gaps to enhance model reliability and relevance.

The literature reveals a broad spectrum of mitigation cost
projections, highlighting the inherent uncertainty in these forecasts.
These projections, often rooted in model-based analyses, frequently
rely on parameters set within narrowly defined ranges, leading to a
prevalence of mean projections from diverse models without
comprehensive uncertainty analyses (Weyant, 2017). For instance,
the projections concerning electricity mix and the levelized cost of
electricity generation serves as foundational elements across
numerous IAMs and TEA studies. Yet, divergent outcomes from
different models bring debates, underscoring the imperative for
transparency regarding the original data sources and the structural
framework of models. Recently, some research work is attempting to
bridge such divides, for example, Gaugl et al. (2023) linked a bottom-
up electricity systemmodel and a top-downmacroeconomicmodel to
analyse the increasing the share of renewable electricity on wholesale
electricity prices and demand. This study illustrates the significance of
socio-economic impacts of changes in the electricity and carbon price,
advocating for the employment of transparent data in the
development of higher spatial resolution models. This approach

not only facilitates a deeper understanding of the underlying
causes of projection inconsistencies but also enhances the capacity
for critical evaluation and refinement of models. By prioritizing
transparency, the research community can work collaboratively to
identify and mitigate the sources of discrepancies, thereby improving
the reliability and consistency of future projections.

6.4.4 Comprehensiveness and flexibility of models
The dual principles of comprehensiveness and flexibility are

essential in the development of IAMs for CCS/CCU, particularly
under the stringent emission targets necessitated by climate change
mitigation efforts. Flexibility, in this context, refers to the capability
of energy systems to adapt to variabilities in electricity supply and
demand across various timescales (Bardow et al., 2023). This
encompasses adjustments in energy supply, conversion, demand,
storage, and the interaction with coupling systems, ensuring
resilience and efficiency in both planning and operational phases
(Gabrielli et al., 2018).

The evolving energy landscape, marked by the increased
penetration of renewable sources and the introduction of new
low-carbon technologies, places a premium on flexibility not just
in the background energy systems but also within the process
designs of the foreground systems, especially in chemical
processing (Luo et al., 2022). Operational flexibility within these
systems is essential for managing uncertainties and maintaining
system efficiency amidst changing energy dynamics.

For IAMs, capturing this flexibility means accurately reflecting
the dynamic interplay between technological advancements,
operational strategies, and market conditions. Models must be
comprehensive, detailing the myriad components of energy
systems and their interactions, while also remaining adaptable to
integrate new technologies and insights. This balance ensures IAMs
can provide relevant and actionable guidance for achieving net-zero
emissions through the effective implementation of CCS/CCU
technologies and other decarbonization strategies.

7 Conclusion

Why, then, should pLCA and pTEA be utilized despite the
uncertainties it carries, particularly in the context of CCS/CCU
systems? The energy and process industry stands at the threshold of
a significant transformation with the introduction of these
technologies. Meanwhile, these technologies are still continuously
evolving and improving. Yet, this shift presents the challenge of
harmonizing technological progress with environmental
stewardship. In this regard, pLCA and pTEA can identify
technological and environmental hotspots and also warn for
lock-in effects early in the development of these technologies,
enabling sustainable design improvements and early intervention.
These methodologies provide insights into the potential economic
and environmental impacts and the efficacy of new technologies,
enabling a comparison of the efficiencies of various CCS/CCU
systems in development.

The comprehensive analysis performed in this review, highlights
the complexity and necessity of incorporating CCS/CCU
technologies within IAMs to achieve global climate targets
underlining several key insights.
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• Deployment Gap and Policy Interventions: A significant gap
exists between the current CCS/CCU deployment (400 Mt
CO₂/year) and the Net Zero targets (1 Gt CO₂/year) by 2030.
Recent projected costs of DACCS cast doubt on achieving the
$100/ton CO2 target. Effective and robust policy
interventions, particularly market-based policies, are crucial
for reducing costs, creating market demand, and accelerating
large-scale deployment.

• Comprehensive System and Life Cycle Evaluation: Prospective
assessments must consider changes over time in both
background and foreground systems. A comprehensive life
cycle analysis framework is needed to evaluate cost reductions
and environmental impacts during the scaling-up of
technologies.

• Trade-offs within planetary boundaries: Integrating IAMs
with prospective assessments helps navigate trade-offs
between renewable energy sources, socioeconomic factors,
and resource availability, expanding the assessment to
include broader impact categories.

• Technology Superstructure and High-Resolution
Assessments: Expanding the technology superstructure in
modeling to include various TRLs and conducting high-
resolution, regionalized assessments are vital for optimizing
resource use and planning effective mitigation pathways.

• Carbon Circular Economy: Current IAMs inadequately
represent and integrate CO₂ utilization within a carbon
circular economy framework, highlighting the need for
better incorporation of CCU.

• Open-Sourced and Flexible Tools: Adopting integrated tools
like “Premise” and “PyPSA” that combine prospective
assessments and enhanced IAMs enhances the transparency
and applicability of assessments.

• Data Uncertainties: Addressing data uncertainties and
refining the integration of prospective assessment results
with IAMs can improve the credibility and impact of these
models on policy and IPCC reports, accelerating CCS/CCU
deployment.

This review indicates that there are still numerous challenges
and limitations associated with applying prospective approaches to
CCS/CCU technologies. Building a variety of consistent future
scenarios of various likelihood is a complex, highly
interdisciplinary task. The different communities including
IAMs, TEA, LCA (industry ecology), process system
engineering (PSE), experimental groups, stakeholders in both
research and industry, which should interact more closely to
integrate multiple scales and develop the technologies needed to
achieve sustainable development. The effectiveness of these
scenarios is often constrained by the creativity of those who
devise them and the willingness of the audience to accept their
plausibility. Capturing disruptive changes, such as technological
breakthroughs, wars, climate tipping points, and unforeseeable
events, ranges from difficult to impossible. However, the objective
in question does not revolve around predicting future outcomes
but rather shaping them through a collaborative approach that
involves engaging stakeholders and informing policy decisions,
thereby actively influencing the course of technological
advancement through strategic investment and innovation. As

the field evolves, continuous improvement in modelling
approaches and technology assessments will be crucial for
informing policy decisions and guiding the global response to
climate change.
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Glossary

AB Activity Browser

BECCS Bioenergy with Carbon Capture and Storage

BPMED Bipolar Membrane Electrodialysis

CCS Carbon Capture and Storage

CCU Carbon Capture and Utilization

CO₂ Carbon Dioxide

CDR Carbon Dioxide Removal

CLC Chemical Looping Combustion

DAC Direct Air Capture

DACCS Direct Air Capture with Carbon Storage

EGR Enhanced Gas Recovery

EOR Enhanced Oil Recovery

EU European Union

FOAK First-of-a-Kind

GCAM Global Change Assessment Model

GHG Greenhouse Gas

GWP Global Warming Potential

IAM Integrated Assessment Model

IMAGE Integrated Model to Assess the Global Environment

IPCC Intergovernmental Panel on Climate Change

IEA International Energy Agency

ISO International Organization for Standardization

JRC-EU-TIMES Joint Research Centre - European Union TIMES Model

LCA Life Cycle Assessment

LR Life Cycle Inventory (LCI), Learning Rate

LIAISON Linking Impact Assessment to Sustainability Outcomes
Negotiation

Mt Megaton

MOF Metal-Organic Framework

MESSAGE Model for Energy Supply Strategy Alternatives and their General
Environmental Impact

MEA Monoethanolamine

NETL National Energy Technology Laboratory

NOAK Nth-of-a-Kind

O&M Operations and Maintenance

OPEX Operating Expenditures

OMEs Polyoxymethylene ethers

KOH Potassium hydroxide

PtL Power-to-Liquids

PtM Power-to-Methane

PrISMa Process-Informed design of tailor-made Sorbent Materials

pLCA Prospective Life Cycle Assessment

POLES Prospective Outlook on Long-term Energy Systems

pTEA Prospective Techno-Economic Assessment

PyPSA Python for Power System Analysis

RCPs Representative Concentration Pathways

REMIND Regional Model of Investments and Development

SecMOD Sector-Coupled Energy System Model

SSPs Shared Socioeconomic Pathways

SimCCS Simulation of CCS

STEM Swiss TIMES energy model

TEA Techno-Economic Assessment

TEI Techno-Economic Inventory

TIAM-ECN The Integrated Assessment Model of the Energy research Centre
of the Netherlands

TIMES The Integrated MARKAL (Market Allocation) - EFOM (Energy
Flow Optimization Model) System

TPC Total Plant Costs

TRL Technology Readiness Level

UK United Kingdom

US United States

WGIII Working Group III
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