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The power dispatching network forms the backbone of efforts to automate and
modernize power grid dispatching, rendering it an indispensable infrastructure
element within the power system. However, accurately forecasting future flows
remains a formidable challenge due to the network’s intricate nature, variability,
and extended periods of missing data resulting from equipment maintenance
and anomalies. Vital to enhancing prediction precision is the interpolation of
missing values aligned with the data distribution across other time points,
facilitating the effective capture of nonlinear patterns within historical flow
sequences. To address this, we propose a transfer learning approach leveraging
the gated recurrent unit (GRU) for interpolating missing values within the
power dispatching network’s flow sequence. Subsequently, we decompose the
generation of future flow predictions into two stages: first, extracting historical
features using the GRU, and then generating robust predictions via eXtreme
Gradient Boosting (XGBoost). This integrated process termed the GRU-XGBoost
module, is applied in experiments on four flow sequences obtained from a
power grid company in southern China. Our experimental findings illustrate
that the proposed flow prediction model outperforms both machine learning
and neural network models, underscoring its superiority in short-term flow
prediction for power-dispatching networks.

power dispatching network, transfer learning, neural networks, short-term flow
forecasting, forecast

1 Introduction

The power dispatching network (Wangetal., 2019) serves as the cornerstone for
automating and modernizing power grid dispatching, ensuring safe, stable, and economical
operation. It plays a pivotal role in coordinating the joint functioning of power
generation, transmission, transformation, distribution, consumption, and other power
system components, thereby guaranteeing the reliability and stability of the power grid
(Peyghami etal.,, 2020). Given its vast scale, extensive data, and complex structure,
effective management of the data flow within the power dispatching network is imperative
(Yan etal., 2017; Li Z. et al., 2022). This study proposes modeling and predicting the power
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dispatching network flow to proactively identify evolving
characteristics and trends. Such predictive capabilities facilitate
the development of practical and efficient strategies for managing
power dispatching network flow, mitigating network congestion,
optimizing resource utilization, and meeting users’ quality of service
(QoS) requirements.

The processing and prediction of large-scale and complex
network flow data in power-dispatching networks are paramount.
However, the methods for forecasting flow data in power dispatching
networks are scant compared to other forecasting fields within
power systems, such as load forecasting (Wangetal., 2022)
and wind energy forecasting (Zhao E.etal., 2022). This study
scrutinizes existing time series forecasting methods and proposes
enhancements to these methods (Tianetal, 2015; Cuietal,
2021), focusing on improving the dataset and refining the model
perspective on time series forecasting, including machine learning
and neural network models.

A primary constraint on existing time series forecasting
methods is the dataset quality, particularly the flow sequence
within the power dispatching network under scrutiny. In
practical scenarios, unresolved power grid services or abnormal
situations can lead to prolonged missing data in the flow time
series (Wang et al., 2020), resulting in limited training samples
and potential overfitting. Moreover, neural networks struggle
to accurately model numerous consecutive missing values
(Weerakody et al., 2021). Thus, addressing missing values in the flow
sequence of power-dispatching networks is crucial to enhancing
flow prediction. Various methods exist for handling missing values,
including direct deletion, statistics-based filling methods, machine
learning-based filling methods, and imputation using transfer
learning (Adhikari et al., 2022). Direct deletion involves removing
samples with missing values, risking the loss of crucial information.
Meanwhile, statistics-based filling methods like mean filling,
median filling, and common value filling use statistical metrics
to replace missing data but disregard time series information.
Machine learning-based methods encompass techniques such as
K-nearest neighbors (KNN) (Chen, 2022; Keerin and Boongoen,
2022), Expectation-Maximization (EM) (Rahman and Islam, 2016;
Deng et al.,, 2021), and Matrix Factorization (Rivera-Muifoz et al.,
2022), while neural network-based approaches like Recurrent
Neural Networks (RNN) (Turabich etal., 2018; Kim and Chung,
2022) are also employed for filling missing values. Transfer
learning imputes data by transferring annotated data or knowledge
structures from related domains to enhance learning efficacy and
fill missing values. For instance, Li et al. (2021) introduces a method
called Transferring Long Short-Term Memory-based Iterative
Estimation (TLSTM-IE) to address continuous missing values.
Additionally, Yao and Zhao (2022) proposes a residual life prediction
method based on deep timing feature migration.

Moreover, current

research predominantly focuses on

enhancing time series prediction through various model
perspectives. A prevalent approach to improving prediction
accuracy is through machine learning algorithm models, which
effectively handle non-linearity, high dimensionality, and local
minima (Cuietal., 2023; Wuetal, 2023). Common machine
learning algorithms for time series prediction include linear
regression, the gray model, SVR, and the XGBoost model.

Numerous scholars have proposed combined models based on
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these algorithms (Wang et al., 2019; Chen et al.,, 2021; Wang and
Bao, 20215 LiB.etal, 2022) to enhance predictive performance.
For instance, SVR constructs a regression prediction model by
minimizing the regression interval to fit a dataset. Zhao Z. et al.
(2022) suggests an intelligent prediction method that optimizes
support vector machine regression using a particle swarm algorithm,
yielding improved prediction outcomes. Moreover, Han et al. (2014)
employs a firefly algorithm to optimize the parameters of the
SVR model, establishing a combined prediction model based on
SVR for sample data prediction. Another widely used machine
learning model for time series forecasting is the XGBoost model,
known for regularization and reduction functions that mitigate
model complexity, prevent overfitting, and handle missing values.
Many researchers have applied the XGBoost model to enhance
predictive accuracy in time series flow prediction (Hu and Li, 2021;
Deng et al., 2022; Wen and Wang, 2022).

While machine learning models demonstrate efficacy in load
forecasting and improving time series forecasting, they still face
challenges in processing large volumes of network flow data
efficiently. These models often lack robust handling of features over
time scales. In contrast, neural networks excel at approximating
complex nonlinear mappings and exhibit adaptability to dynamic
characteristics and fault tolerance in uncertain systems, making
them pivotal for constructing predictive models in nonlinear
systems. Neural network models excel in learning intricate data
distributions from vast datasets, serving as benchmark models for
researchers seeking to enhance prediction accuracy and model
fusion. For example, RNN, LSTM, and GRU are commonly
employed in load forecasting. GRU, a variant of RNN, captures
significant patterns in historical data and encodes them into a
hidden state vector, elevating the quality of input feature vectors.
Researchers have devised hybrid models based on GRU to achieve
superior predictive performance (Jin et al., 2022; Lu et al., 2022; Yue
and Liu, 2022). However, the majority of GRU-based power load
forecasting models directly employ historical data for regressive
future forecasting, performing feature extraction and regression
modeling simultaneously. On the other hand, dividing the process
of feature extraction and modeling into two steps may represent a
potential direction to enhance forecasting effectiveness.

To address the aforementioned challenges, our study introduces
a novel algorithm for power-dispatching network flow prediction,
based on the GRU-XGBoost module, aimed at enhancing time
series prediction. Unlike conventional approaches, our methodology
employs transfer learning utilizing the GRU to interpolate flow
sequences with missing values, facilitating training and prediction
on complete datasets for imputation and forecasting. Moreover, the
fusion of GRU and XGBoost modules represents a departure from
sole reliance on GRU for sequence prediction. In our algorithm,
GRU reconstructs features from the flow series, while XGBoost
predicts post-reconstruction results, generating prediction sequences.
Ultimately, this paper proposes a pioneering flow prediction algorithm
for power dispatching networks based on the GRU-XGBoost module,
presenting several innovative contributions:

1. A continuous missing value filling algorithm leveraging GRU-
based transfer learning to establish a source domain module
based on highly correlated flow sequences with the target
sequence. This module is subsequently applied to the target
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domain to fill continuous missing values, compensating for
information loss resulting from continuous deletion in the
original flow sequence.

. The developed GRU-XGBoost block enhances the quality of
input feature vectors, leading to more precise network flow
predictions. Departing from conventional GRU forecasting
approaches, this algorithm employs GRU for flow series feature
reconstruction and XGBoost for time series prediction on
reconstructed data, resulting in more accurate predictions and
heightened forecasting precision.

. Experimental validation on a dataset comprising power
dispatching flow data (inflow and outflow flow of provincial
access network and information region) from a southern
Chinese power grid company demonstrates the superior
prediction efficacy of the proposed algorithm compared to
alternative models.

The remainder of this paper is organized as follows: In Section 2,
we provide an exhaustive exposition of the foundational elements
of our proposed algorithm, delineating the techniques of missing
value imputation via transfer learning and the integration of GRU-
XGBoost. Section 3 elaborates on the algorithm implementation
procedures. Section 4 delineates the experimental design and the
criteria employed for evaluation, and the proposed framework
undergoes training and testing using flow datasets. Finally, Section 5
encapsulates the paper’s denouement, presenting conclusive remarks
and insights gleaned from the study.

2 Algorithmic model principles

In this section, we offer a comprehensive overview of the
two pivotal components of our proposed algorithm: missing value
imputation based on transfer learning, and GRU-XGBoost.

2.1 Missing value imputation based on
transfer learning

Given the persistent presence of numerous missing values
within the flow sequence of power dispatching networks, traditional
methods such as linear interpolation and mean interpolation have
yielded suboptimal results. Additionally, the reliance on boundary
values for forecasting missing values across the entire time series
has significantly affected performance, owing to the influence of
neighboring values. In instances characterized by a high proportion
of enduring missing values, resultant forecasts often demonstrate
similar trends, leading to issues of flat prediction. The process of
GRU-based transfer learning entails the selection and acquisition
of the highly correlated flow sequence from the source domain,
which is subsequently integrated into the target domain to address
missing data. Specifically, the flow sequences for the source

and target domains are represented as {x;”gm[j: 1,2,...,N} and

{xfmgewi =1,2,...,N}, respectively.

The transfer learning process is illustrated in Figure 1. Initially,
the GRU module is utilized to train the complete flow sequence,
which exhibits a high correlation with the missing value sequence,

resulting in the establishment of the source domain module M,
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FIGURE 1
The process of transfer learning.

Following the freezing of the neural network, the source domain
module M, is employed to predict the missing value sequence. When
migrating M, to the target domain for missing value imputation, it
is essential to normalize the flow sequence of the source domain
and the target domain to mitigate the impact caused by their
inconsistent orders of magnitude. Additionally, there are often
differences between the flow sequences of the source domain and
the target domain to a certain degree after using the neural network
model to build the source domain module M,. Therefore, the tail
fully connected layer of the source domain module M, needs fine-
tuning based on the flow sequence of the target domain to obtain
the module M, corresponding to the target domain. Given that the
flow sequence of the power dispatching network is characterized by
continuous missing values, a sliding window situation cycle should
be employed to impute missing moments when utilizing the target
domain module M, for missing value imputation. The training set
part of the final imputation result represents the outcome of the
transfer input, while the test set part denotes the prediction result
of transfer learning.

2.2 GRU-XGboost

The process of historical feature extraction from the flow
sequence and subsequent future prediction generation is delineated
into two distinct steps, facilitated by a GRU-XGBoost module
tailored for each task.

For the flow sequence of the target domain {x:ngtIi =1,2,...,N},
the inputs and outputs of feature reconstruction need to be
constructed as follows:

{Xpy)li=1,2,3,..,N-p+1}. (1)
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where X; = {x,—,x,—H, ...,xiﬂ,} is a historical input sequence for a set
of feature reconstructions, y; = x;,, is the corresponding label, p is
the length of the historical moment entered here. Eq. 1 indicates
that the target prediction sample x;,,,; is only relevant to the
historical sample of the previous p moment, and the sample before
the p moment is approximately zero or uncorrelated with the target
prediction sample x;, .. The selection of p can be determined by
the partial auto-correlation coefficient and the number of moments
with a confidence greater than 0.95 is selected as the value of p.

The GRU network is leveraged to extract crucial features from
the historical sequence, encoding them into an implicit state vector.
Within the GRU framework, a “gate” mechanism regulates the flow of
information at each input moment, aiming to incorporate pertinent
information into the state vector while filtering out less relevant data.
For the input of feature reconstruction X; = {xi, Xislr oo X +p} and label
¥;» the process of GRU reconstructing features is as follows:

z=0(Wux;+ Uh_,),

1
r=a(W,+Uh,_,),

E =tan h(Wx;+ U(r = h;_;)),
and
h,=zh,_ +(1 —z)hA,-,

where x; represents the data sample of i-time power dispatching
network flow, h,_jand h;is the previous and current hidden state
respectively, W, U,, W,, U,, Wand U are the learned weight matrices,
and o is the logistic sigmoid function. Now, for each group of input
vectors X; and label y,, we can obtain an improved feature vector h.
Upon obtaining the reconstructed features, this step involves
utilizing these features for future prediction generation. Our
approach integrates XGBoost, a widely adopted algorithm in both
research and industrial settings, as the predictive module. XGBoost
is employed to further refine feature importance assessment and
model the reconstructed hidden features. Comprising k regression
tree models, XGBoost executes the prediction task through these
models, culminating in the aggregation of predictions for the final
output. The prediction process is expressed by the following formula:

K

. (k-

)’1@ = ka (x:) :J’f‘ ! + f (%)
k=1

where f, (x;) is the prediction of the kth regression tree model, j/ﬁkil)
is the sum of predictions for the first k — 1 regression trees.

To sum up, Figure 2 shows the overall algorithm flowchart of our
proposed model. The GRU-XGBoost model is an integrated approach
that combines the strengths of GRU for handling sequential data and
XGBoost for robust prediction. Below is an elaborate step-by-step
guide through the entire procedure of the model, from imputation of

missing values in time series to the prediction phase.

Step 1: Data Preprocessing. The model begins with data
preprocessing, where the time series is examined for missing values
and normalized to ensure consistent scaling.

Step 2: Transfer Learning for Source Domain Establishment. A
source domain module is created using GRU, trained on complete
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or less incomplete data segments, establishing a baseline for
imputation.

Step 3: Target Domain Imputation. The trained GRU model is
then adapted to the target domain, which contains the missing
values. A fine-tuning process adjusts the model to fit the specific
characteristics of the target domain, ensuring the imputed values are
contextually appropriate.

Step 4: Feature Reconstruction. Post-imputation, the reconstructed
time series is fed into the GRU-XGBoost module for feature
extraction. The GRU component of the module processes the
sequence to extract and reconstruct features that are indicative of
future trends.

Step 5: XGBoost for Prediction. The extracted features are then
passed to the XGBoost model, which is adept at capturing non-linear
relationships and interactions among features. XGBoost builds an
ensemble of decision trees, where each tree is added sequentially to
minimize the loss function, enhancing the predictive accuracy.

Step 6: Evaluation and Iteration. The predictions are assessed using
standard metrics such as MAE, MSE, and RMSE. The model’s
performance is iteratively improved by refining the imputation and
prediction steps based on evaluation results.

3 Algorithm implementation

In addressing the processing and prediction challenges
inherent in large-scale complex network flow data within a power
dispatching network, we introduce an algorithm for flow prediction
grounded in neural network principles and bolstered by boosting
techniques. This approach aims to proactively discern the evolving
characteristics and trends within the power-dispatching network
flow. Consequently, we devise a pragmatic and efficient strategy for
managing power-dispatching network flow, thereby meeting the
quality of service (QoS) expectations of network users.

The prediction algorithm encompasses two key modules:
the GRU-BIT module for missing value reconstruction via
transfer learning, and the GRU-XGboost prediction module,
which seamlessly integrates GRU and XGboost methodologies.
Utilizing the GRU-BIT module for transfer learning facilitates
the reconstruction, imputation, and prediction of randomly
scattered missing values across the continuous spectrum of power-
dispatching network flow sequences. This process significantly
enhances the integrity of the power network traffic data.
Furthermore, the GRU-XGboost module is tailored for feature
reconstruction and subsequent prediction. In this framework, the
GRU network undertakes the vital role of feature reconstruction
within the flow sequence, while the XGboost module forecasts the
future flow sequence of the power-dispatching network based on
the reconstructed features. The sequential procedures involved in
this algorithmic approach are elaborated below:

Step 1: Reconstructing missing values. Our approach initiates with
the utilization of a continuous missing value-filling algorithm
empowered by GRU-based transfer learning. This intricate process
entails the reconstruction of a source domain module leveraging
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FIGURE 2
The flow chart of the proposed approach.

highly correlated flow sequences extracted from the target sequence.
Subsequently, this meticulously crafted module is transposed into
the target domain to rectify continuous missing values. Through
this strategic maneuver, we effectively mitigate the information loss
stemming from the continuous deletion inherent in the original
flow sequence.

Step 2: Development of the GRU-XGboost module. To refine
the prediction process, we introduce the GRU-XGboost module,
designed to bifurcate prediction into two pivotal stages: feature
extraction and prediction. Initially, GRU is employed to
meticulously reconstruct features derived from historically related
sequences. Following this, XGboost assumes the mantle to conduct
an in-depth assessment of the significance of these features in the

generation of future flow predictions.

Step 3: Deriving the ultimate power Dispatching Network Flow
Prediction. Building upon the foundational steps above, we
amalgamate the insights gleaned to derive the ultimate prediction
for power-dispatching network flow.

4 Experimental analysis

The experiment endeavors to undertake short-term predictions
of power dispatch network flow via a time series prediction
algorithm. By augmenting the models efficacy through the
refinement of traditional time series prediction algorithms,
optimization of network flow prediction accuracy is achieved.
Subsequent to the collection and meticulous processing of power
dispatch flow data, the model undergoes rigorous training, following
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which the trained model is deployed to forecast the test data. The
predictive performance is then subjected to scrutiny and evaluation
utilizing statistical metrics.

4.1 Experimental data

The dataset used for evaluation comprises power dispatch flow
data obtained from a prominent power grid company in southern
China. This dataset provides a higher-level perspective of the power
flow, as it combines multiple sub-port flows. The target domain
data focuses on the inflow and outflow flows of the Provincial
Access Network and Information Region. Specifically, the dataset
consists of four subsets named x_in, x_out, s_in, and s_out. To
ensure the dataset’s suitability for analysis, several preprocessing
steps were undertaken. The temporal scope of the dataset spans
from 28 December 2020, to 22 April 2021, with a granularity of
24 h. This time frame allows for a comprehensive examination of the
power flow patterns. Our dataset covers the transition from winter
to spring, a period marked by significant changes in temperature
and daylight, which are known to influence power consumption
patterns. The inclusion of data across weekdays, weekends, and
public holidays further adds to the diversity, allowing our model
to account for the variability in energy usage during regular and
atypical days. This dataset provides a solid foundation for assessing
the model’s performance under diverse real-world conditions.
During the dataset partitioning process, considerations such as
computational resource consumption, time constraints, and model
effectiveness were taken into account. As a result, the dataset was
split into a training set, comprising the initial 75% of the data,
and a test set, consisting of the remaining 25%. To gain a better
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TABLE 1 Descriptive statistics for datasets.

Dataset name | Dataset division | Sample size Minimum | Maximum Mean  Variance Standard deviation

Training set 2070 3.361E+06 6.658E+08 4.565E+08 4.745E+16 2.178E+08
x_in Test set 690 4.313E+08 6.008E+08 5.296E+08 4.825E+14 2.197E+07
Total dataset 2,760 3.361E+06 6.658E+08 4.748E+08 3.670E+16 1.916E+08
Training set 2070 3.268E+06 8.607E+08 5.953E+08 7.638E+16 2.764E+08
x_out Test set 690 5.409E+08 8.562E+08 6.885E+08 2.194E+15 4.684E+07
Total dataset 2,760 3.268E+06 8.607E+08 6.186E+08 5.945E+16 2.438E+08
Training set 2070 1.834E+05 3.635E+08 1.581E+08 2.593E+16 1.610E+08
s_in Test set 690 3.324E+06 3.714E+08 3.363E+08 5.371E+14 2.317E+07
Total dataset 2,760 1.834E+05 3.714E+08 2.026E+08 2.553E+16 1.598E+08
Training set 1,632 2.400E+08 3.285E+08 2.989E+08 1.187E+14 1.089E+07
s_out Test set 1,224 2.400E+08 3.215E+08 2.983E+08 1.292E+14 1.137E+07
Total dataset 408 2.466E+08 3.285E+08 3.006E+08 8.318E+13 9.120E+06

understanding of the dataset’s characteristics, descriptive statistics
were conducted. These statistics provided insights into the dataset’s
distribution, central tendency, and variability. Key data metrics
extracted from the analysis are presented in Table 1, which aids in
comprehensively assessing the dataset’s features.

4.2 Evaluation criteria

To evaluate the prediction effect of each model, we introduce
three evaluation indicators: Mean Absolute Error (MAE),
Mean Squared Error (MSE), and Mean Absolute Percentage
Error (MAPE).

MAE is calculated as:

N
1 N
MAE= L35y,
Ni=1

where 7, denotes the predicted value and y; denotes the true value.

According to this equation, the MAE ranges from [0,+00), which is

equal to 0 when the predicted value exactly matches the true value,

i.e., the perfect model; the larger the error, the larger the value.
MSE is calculated as:

N
1 -
MSE = N Z 62 _J’i)2>
i=1

where y; denotes the predicted value and y, denotes the true value.
The range is [0, +00), which is equal to 0 when the predicted value
exactly matches the true value, i.e., the perfect model; the larger the
error, the larger the value.

where y; denotes the predicted value and y; denotes the true value.
The range is [0,+00), MAPE of 0% indicates a perfect model, and
MAPE greater than 100% indicates a poor model. a smaller MAPE
value indicates a better model prediction.

4.3 Experimental settings

In this experiment, we established five comparison models,
selecting typical models from various fields as control experiments
to be compared with the optimized models, namely, multilayer
perceptron (MLP), GRU, XGBoost, support vector regression (SVR),
and Informer. These models span a broad spectrum of areas,
including simple neural networks, recurrent neural networks, and
machine learning, thereby showcasing the superiority of our models.

Following numerous adjustments and iterative validations, we
identified the optimal parameters for each model to achieve
relatively improved results. The parameters selected for optimal
prediction performance in each model are as follows: For MLP,
the activation function “relu” (f(x) = max(0,x)) outperformed
“identity” and “logistic” in actual predictions. Additionally, the
default regularization parameter “alpha” was increased from 0.0001
to 0.01. In GRU, setting the time step “look_back” to 2 did not yield
significant predictions, while values greater than 3 did not notably
enhance prediction effectiveness. Consequently, we set “look_back”
to 3, indicating that the first 3 inputs are used to predict the 4th.
Furthermore, the ‘epochs’ parameter of GRU was set to 200 to
minimize loss. For XGBoost, the booster parameter utilized the tree

MAPE is calculated as: model gbtree as the base classifier. The L1 regularization parameter
N for weights was adjusted to 0.01 to enhance algorithm speed in

MAPE = 100% Z |u , high dimensions, and “look_back” exhibited optimal performance

N 5 when set to 5. The SVR model employed a radial-basis function,
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FIGURE 6
Linear imputation result of the x_out dataset.
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Prediction effect of each model.

which maps the original space to an infinite-dimensional space
and demonstrates superior performance across large and small
sample sizes. Compared to “linear”, the “sigmoid” function exhibited
significantly enhanced predictive effects on the flow series. The
relevant parameters for the Informer model align with the settings
described in the original paper.

4.4 Analysis of missing value filling

We initially visualized the original dataset and observed a
significant drop in some data points from the images. This
drop was attributed to anomalous data during flow monitoring,
prompting us to conduct a quantitative assessment of this
phenomenon.

To address the eliminated missing data, we employed transfer
learning to interpolate them, presenting a comparison between the
original data and the differentially complemented data (exemplified
by x_out) in Figure 3. The original data is denoted in blue,
while the interpolated data is highlighted in red. Observing the
original flow sequence reveals a substantial presence of missing
values persisting over a considerable duration. Leveraging transfer
learning via the GRU model entails identifying relevant source
domain flow sequences from the original flow data. By assimilating
insights from these sequences, the model adeptly fills in missing
segments within the target domains flow sequence, resulting
in the generation of a comprehensive interpolated flow series.
The interpolated flow series illustrated in Figure 3 exhibits a
coherent pattern, thereby enhancing the precision of network flow
prediction endeavors.

As shown in Figures 3-6, we have now included a direct
comparison between our proposed GRU-based transfer learning
method, matrix completion method, probabilistic model, and linear
interpolation on the same set of time series data with missing values.
The superiority of our GRU-based approach can be attributed to its
ability to capture the underlying patterns and dependencies within
the data that linear interpolation, being a simpler method, does not
take into account.
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TABLE 2 The evaluation indicators of each mode.

Dataset Algorithm MAE MAPE ‘ RMSE
Optimized algorithm 1.49E+07 2.84E-02 1.96E+07
MLP 1.52E+07 2.89E-02 2.02E+07
GRU 1.52E+07 2.94E-02 1.96E+07
x_in
XGBoost 1.52E+07 2.88E-02 1.97E+07
SVR 1.48E+07 2.85E-02 1.91E+07
Informer 1.50E+07 2.86E-02 1.98E+07
Optimized algorithm 1.86E+07 2.71E-02 2.48E+07
MLP 1.99E+07 2.88E-02 2.61E+07
GRU 1.88E+07 2.77E-02 2.45E+07
x_out
XGBoost 1.95E+07 2.85E-02 2.63E+07
SVR 2.19E+07 3.24E-02 2.77E+07
Informer 1.85E+07 2.69E-02 2.46E+07
Optimized algorithm 3.80E+06 1.13E-02 5.54E+06
MLP 4.02E+06 1.21E-02 6.72E+06
GRU 5.10E+06 1.52E-02 7.62E+06
s_in
XGBoost 3.95E+06 1.19E-02 6.69E+06
SVR 1.11E+07 3.28E-02 1.23E+07
Informer 4.41E+06 1.32E-02 8.99E+06
Optimized algorithm 4.52E+06 1.51E-02 6.87E+06
MLP 4.34E+06 1.46E-02 6.79E+06
GRU 5.83E+06 1.94E-02 7.74E+06
s_out
XGBoost 5.13E+06 1.72E-02 8.30E+06
SVR 1.05E+07 3.12E-02 1.19E+07
Informer 5.15E+06 1.72E-02 9.16E+06

4.5 Experimental results

Figure 7 illustrates the prediction performance of each model,
utilizing the x_out dataset as a demonstration. The test set comprises
approximately 700 data points. For clarity, Figure 7 presents the
prediction performance for a selected subset of 21 data points. A
comparison between the prediction results of each model and the
actual values reveals the superior flow prediction performance of the
optimized model proposed in this study.

Table 2 exhibits the three evaluation metrics for the prediction
performance of power network flow for each model. To facilitate
a comprehensive comparison, four sets of flow data are selected
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TABLE 3 The R-squared and standard deviation evaluation results.

10.3389/fenrg.2024.1429746

MLP SVR XGBoost Optimized algorithm
R-squared 3.48E+07 4.58E+07 3.38E+07 446E+07 4.12E+07
standard deviation 0.6986 0.7524 0.7366 0.7159 0.7547

TABLE 4 With and without transfer learning.

Dataset ‘ Algorithm MAE MAPE ‘ RMSE
Without Transfer 1.52E+07 | 2.85E-02 | 1.94E+07
. Learning
x_in
With Transfer Learning 1.49E+07 | 2.84E-02 | 1.96E+07
Without Transfer 1.94E+07 | 2.91E-02 | 3.25E+07
Learning
x_out
With Transfer Learning 1.86E+07 | 2.71E-02 | 2.48E+07
Without Transfer 5.54E+06 1.63E-02 1.02E+07
X Learning
s_in
With Transfer Learning 3.80E+06 | 1.13E-02 | 5.54E+06
Without Transfer 8.62E+06 | 2.87E-02 2.34E+07
Learnin
s_out &
With Transfer Learning 4.52E+06 | 1.51E-02 | 6.87E+06
TABLE 5 Before and after GRU Reconfiguration.
Dataset Algorithm MAE MAPE RMSE
Without GRU 1.50E+07 2.88E-02 1.87E+07
x_in
With GRU 1.49E+07 2.84E-02 1.96E+07
Without GRU 2.13E+07 3.11E-02 2.63E+07
X_out
With GRU 1.86E+07 2.71E-02 2.48E+07
Without GRU 3.95E+06 1.17E-02 5.39E+06
s_in
With GRU 3.80E+06 1.13E-02 5.54E+06
Without GRU 4.35E+06 1.46E-02 6.66E+06
s_out
With GRU 4.52E+06 1.51E-02 6.87E+06

to assess the prediction effects in the result analysis of this paper.
The evaluation metrics indicate that the proposed optimization
model demonstrates the best prediction performance, followed
by the MLP and Informer models. Among the remaining five
comparison models, the Informer model stands out due to its ability
to capture relevant temporal features. Despite being a relatively
recent prediction model, it performs admirably. Conversely, while
the SVR model exhibits lower computational complexity during the
prediction process, its prediction effect in this experiment is subpar.
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This suggests that the SVR model is not well-suited for direct power
dispatch network flow prediction.

Table 3 exhibits the two evaluation metrics for the prediction
performance of power network flow in x_out dataset. These
results indicate the proposed model offers a balance between a
high R-squared value and a lower standard deviation, indicating
a more consistent prediction performance with less variability
around the mean.

Expanding on conventional prediction methodologies, this study
introduces a model integrating a transfer learning interpolation
module and GRU feature reconstruction to augment prediction
efficacy. To assess the efficacy of these components, the model’s
prediction performance is evaluated with and without the inclusion of
each module. Table 4 juxtaposes the evaluation metrics pre- and post-
incorporation of the transfer learning module. The findings underscore
a notable decline in prediction accuracy in the absence of the
transfer learning module, underscoring its constructive influence in
processing consecutive missing values within original power network
flow sequences to bolster predictive outcomes.

Likewise, Table 5 delineates the distinction between direct GRU-
based prediction and prediction subsequent to GRU-based feature
reconstruction across identical datasets. Performance differentials
manifest contingent upon the datasets analyzed. Nonetheless, across
x_in, x_out, and s_in datasets, employing GRU-based feature
reconstruction consistently yields superior predictive outcomes
compared to direct GRU-based prediction. This corroborates the
pivotal role of the GRU feature reconstruction module in enhancing
prediction accuracy.

4.6 Further discussions

This experiment aims to enhance prediction accuracy by
optimizing and integrating existing time-series prediction models to
develop ahigh-performance model for power network flow prediction.
The proposed algorithm in this study has several strengths that
make it an ideal model for power network flow prediction. By
optimizing and integrating existing time-series prediction models, the
algorithm achieves high prediction accuracy and improved fidelity
of experimental data. The use of neural networks and machine
learning models offers a comprehensive comparative analysis that
evaluates the performance of the optimized model using robust
metrics. The removal of outliers from the original dataset ensures that
the experimental data is reliable and accurate. The implementation of
transfer learning for data interpolation further enhances the prediction
performance of the model, and the impact of integrating this module
is thoroughly examined.

Furthermore, the algorithm incorporates GRU feature
reconstruction, which contributes to the refinement of prediction
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accuracy. This technique allows the model to capture and utilize
long-term dependencies in the data, leading to more accurate
predictions. The comparison of actual and predicted values
demonstrates the superior performance of our optimized model
compared to existing models. This showcases the algorithm’s refined
predictive capabilities and highlights its potential for real-world
applications.

Our GRU-XGBoost model, while more sophisticated, does
entail higher computational demands due to the complexity of
processing sequential data and the ensemble learning approach of
XGBoost. Specifically, the model’s training phase requires additional
computational time and memory to handle the dynamic nature
of GRU units and the optimization process of XGBoost. While
our GRU-XGBoost model demands more computational resources
compared to simpler alternatives, the benefits in terms of predictive
accuracy and the ability to capture complex temporal patterns
outweigh these costs.

Power dispatching companies can harness the GRU-XGBoost
model to significantly upgrade their operational forecasting
capabilities. By integrating this model into their existing systems, these
companies can achieve more accurate short-term flow predictions.
This enhanced foresight allows for proactive grid management,
better resource allocation, and the preemptive mitigation of potential
congestions or supply deficiencies. The model’s ability to handle
missing data and capture complex patterns ensures that predictions
are reliable even with incomplete information, which is a common
challenge in real-time data from power networks.

Despite its strengths, the proposed algorithm also has some
limitations to consider. One limitation is that the performance of the
algorithm may be influenced by the quality and availability of input
data. Factors such as data completeness, missing values, or noisy data
can affect the accuracy of predictions. Additionally, the computational
requirements of the algorithm may be high due to the complexity of
the model, which can limit its practicality in certain settings.

The deployment of the GRU-XGBoost model in real-world
scenarios, while promising, is not without challenges. One of the
primary challenges is the requirement for high-quality, consistent
data to train and refine the model effectively. Data scarcity or
irregularities can impede the model’s predictive accuracy. Additionally,
the computational intensity of training the model, particularly for
large-scale grids, may demand substantial resources. There is also
the challenge of model interpretability; given the complexity of the
GRU-XGBoost architecture, translating the model’s predictions into
actionable insights could be non-trivial for practitioners. Lastly, the
model’s sensitivity to hyperparameters necessitates careful tuning to
adapt to the specific characteristics of different power networks.

5 Conclusion

In the context of power dispatching network flow prediction, this
paper presents a novel algorithm for power dispatching network flow
prediction that leverages neural networks and boosting techniques.
By applying transfer learning to interpolate the original flow sequence
and constructing a GRU module for feature reconstruction, we
have substantially improved the accuracy of power network flow
predictions. We conducted a comprehensive comparative analysis,
which included MLP, SVR, XGBoost, GRU, and Informer models,
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and evaluated their performance on four datasets obtained from the
Information Region and Provincial Access Network. Our proposed
model proved highly effective in generating precise power network
flow sequence predictions, as validated by the findings of this
study. Moving forward, further strategies are required to mitigate
the residuals of the GRU-XGBoost module and reduce the impact
of random noise on prediction outcomes. Possible approaches
include exploring alternative network architectures or optimizing the
hyperparameters of the existing model to enhance its robustness.
Additionally, incorporating more diverse and complex data inputs may
lead to more accurate predictions and improve the generalizability
of the model. By continuing to refine and advance our approach,
we can contribute to the ongoing progress in power dispatching
network flow prediction.
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