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Line-parameter identification of
medium-voltage distribution
systems based on deep
deterministic policy gradients

Xuebao Jiang*, Liudi Fu, Chenbin Zhou, Kang Chen, Yang Xu
and Bowen Wu

Suzhou Power Supply Company, State Grid Jiangsu Electric Power Co., Ltd., Suzhou, China

Accurate line-parameter identification is an important foundation for
refined the regulation, protection, and control of distribution systems.
Traditional identification models provide accurate modeling, while conventional
identification approaches are hindered by the high complexity and low
observability of power systems. In this article, a parameter identification
method based on the deep deterministic policy gradient is proposed for
medium voltage distribution systems. The proposed method starts with
objective function constructing, followed by power flow analysis and parameter
identification modeling, where the L2 normalization theory is introduced to
improve the computation efficiency. On this basis, the parameter identification
framework is constructed through designing the Markov decision process of a
parameter and using a training mechanism. An adaptive parameter correction
method is proposed to improve the accuracy and efficiency of a deep-
reinforcement-learning-based agent. The performance of the proposed modal
is tested on IEEE 14-node and IEEE 33-node medium-voltage distribution
systems. Case simulation results demonstrate that the proposed modal exhibits
superior computational capability, while achieving fewer errors compared to
traditional methods.

KEYWORDS

deep reinforcement learning, medium-voltage distribution system, line-parameter
identification, deep deterministic policy gradient, markov decision process, adaptive
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1 Introduction

A medium-voltage distribution network serves as a crucial link within a power system,
acting as a pivotal hub that connects the transmission and distribution sides (Gogula and
Edward, 2023). Its significance lies in facilitating the efficient flow of electricity between
these interconnected components, ensuring reliable power delivery to consumers. With
the random access of distributed power sources and flexible loads, the power grid is
established as a vertically integrated system (Kumar et al., 2023b; Kumar, 2024). Ensuring
accurate modeling of a distribution system is paramount for facilitating dispatching
operations and emergency repair commands within a network. This precision is essential
for effective distribution system management, enabling swift responses to operational
requirements and emergent situations. The line parameters of a distribution system
serve as the foundation of computer and modern automation system, including accurate
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system modeling, facilitating power-flow analysis, state

estimation, protection setting and optimized power flow
(Kumar et al.,, 2013; Sukanya Satapathy and Kumar, 2020). However,
changes in the system (e.g., due to upgrade) and work environment,
among other factors, have led to deviations between the line
parameters recorded in existing ledgers and their actual values.

The key to estimating the line parameters of a distribution
system lies in establishing the appropriate relationship between
measurement data and the line parameters, which are then
deduced accordingly. Methods used in previous studies on
distribution-network line-parameter estimation are generally
categorized into two main types: model-driven methods and
data-driven methods.

Model-driven methods developing a
mathematical model in which line impedance is the parameter

commonly entail

to be determined (Pegoraro et al, 2019). The mathematical
model establishes a correlation between measured data and line
parameters based on a power-flow model. The parameters are
then obtained through iterative solutions. In a previous study
(Dutta et al.,, 2021), a scheme based on effective variance-based
reweighed nonlinear least squares is proposed for estimating
line parameters in distribution networks. To enhance parameter
estimation accuracy, phasor measurements are incorporated into
the model, along with consideration of system measurement
errors (Pegoraro et al., 2019; Srinivas and Wu, 2022). Wu et al.
(2022) proposed a two-stage approach. It involves a fixed-step
aging parameter iteration as an initial step for parameters,
followed by Newton-Raphson iteration for precise correction
of the parameters. A multilayer multi-order generalized discrete
integrator based adaptive control is proposed to better adapt to
extreme dynamic conditions (Kumar et al., 2023a). In addition, two-
stage identification is performed but using a mixed-integer linear
program model to produce more accurate initial values (Ma et al.,
2022). The above methods typically yield accurate estimations
under conditions of low noise and complete measurements.
However, the numerical differentiation method is impeded by
the system’s strong non-linearity, often resulting in a reduced
computational speed and potential challenges such as local
convergence issues.

With the rapid advancement of artificial intelligence, data-
driven methods have been applied for parameter identification
of distribution systems in recent years (Satapathy and Kumar,
2019; Lakshminarayana et al, 2021). Compared with model-
driven methods, deep learning autonomously combines and extracts
input features from data, thus avoiding subjectivity resulting from
manual intervention. Model-driven methods related to parameter
identification can be categorized into traditional machine learning
(Sun et al., 2024; Yang et al., 2022; Yu et al., 2018; Zhang et al.,
2020), and physical-information neural networks (Li et al., 2024;
Wang and Yu, 2022). Traditional machine-learning methods
establish the mapping relationship between input measurements
and identification parameters. A supervised algorithm, based
on a neural-network mapping model, is employed to learn the
relationship between the parameters and the measurement data
obtained from two terminals of a feeder (Yang et al, 2022;
Sun et al, 2019). Another approach, without prior parameters,
involves inferring line impedance through the analysis of power-
flow equations and historical measurement data (Zhang et al., 2020;
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Wang et al., 2024; Zhang et al., 2021). These approaches can acquire
line parameters more rapidly. However, the resulting identification
outcomes may not adhere to physical constraints (Wang and Yu,
2022). In addition, gaussian harmony search and jumping gene
transposition algorithm is proposed for unit commitment problem
to deal with complicated non-linear optimization (Kumar et al.,
2016). In a previous study (Li et al, 2024), a deep-shallow
neural network is proposed by embedding the relationships
between buses in the power flow as inputs, achieving physical
consistency. While adding structural constraints can enhance
the physical characteristics of the model to some extent, high-
dimensional nonlinear complex models (Kumar et al., 2020) often
exhibit a “one-to-many” mapping relationship between model
features and identification parameters, thereby limiting their
application.

In comparison to existing model-driven methods, which often
struggle with the trade-off between precision and computational
complexity, and data-driven approaches, which can sometimes
lack physical interpretability, this paper bridges the gap by
combining the strengths of both. For instance, model-based
methods such as those using nonlinear least squares (Dutta et al,
2021; Wu et al, 2022; Ma et al, 2022; ?) provide high
accuracy under low-noise conditions, but they often fail when
faced with incomplete measurements or high non-linearity.
Coincidentally, purely data-driven methods such as traditional
machine learning approaches (Sun et al., 2024; Yang et al., 2022;
Wang etal., 2024; Zhang et al., 2021) can rapidly infer parameters but
may deviate from the physical constraints of the system. Therefore,
it is necessary to propose a hybrid solution that guarantees both
high accuracy and physical consistency, especially in real-time
applications.

By combining the advantages of both models and data,
a method based on deep reinforcement learning (DRL) can
automatically generate decision-making information in complex
scenarios (Hu et al., 2023). A survey paper (Glavic, 2019) and
a vision paper (Li and Du, 2018) comprehensively reviewed and
projected reinforcement learning and DRL-based control on power
systems, respectively. For instance, a double deep Q-learning is
proposed to identify the composition of the western electricity
coordinating council composite load model (Wang et al., 2020).
Furthermore, Q-learning is used for the parameter identification
of the load model (Xie et al., 2021). While methods like deep Q-
learning have been used for parameter identification tasks, they
typically rely on discrete action spaces and may face challenges
with convergence in high-dimensional continuous systems like
distribution networks. In the current application of DRL in power
systems, it is increasingly common to utilize DRL as a replacement
for conventional optimization programming methods (Yan and Xu,
2020; Sun and Qiu, 2021; Zhou et al., 2020; Recht, 2019). Given
that the line parameters of a distribution network change minimally
over short periods, the situation can be treated as a fixed-value
identification problem. Nonetheless, several challenges persist in the
modeling process. On the one hand, relying solely on measured
data as the observation space may result in issues related to local
convergence. On the other hand, the varying lengths of each branch
in the distribution network lead to differences in the parameters
of each line. Directly identifying these parameters can impact the
convergence speed of a model.
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FIGURE 1

Finite MDP for the line-parameter identification.

This article addresses the challenge of establishing accurate
mathematical models for parameter identification in medium-
voltage distribution networks. A method is proposed for
parameter identification of medium-voltage distribution networks
based on the deep deterministic policy gradient (DDPG).
First, an objective function is established to minimize the
squared difference between nodal measurements and the nodal
calculated values from identified parameters after power-flow
calculation. Additionally, recognizing the limited impact of line
parameter changes on power flow calculation results, the L2
normalization method (L2-Norm) is introduced to enhance the
objective function. Subsequently, the parameter identification
process in the
Markov decision process (MDP), and a DRL environment for

distribution network is reformulated as a
parameter identification is established. The maximum-minimum
normalization method (Max-Min-Norm) is introduced to address
the challenge of parameter differentiation between different
lines. Thereafter, DDPG is used to estimate the line parameters
of a distribution system. The effectiveness of the proposed
model is simulated and verified on IEEE 14-node and IEEE
33-node systems.

The remainder of this article is organized as follows. Section 2
presents real measurement-based parameter-identification problem
formulation and then proposes the MDP formulation of DRL for
parameter identification. Section 3 presents the DDPG algorithm
used in distribution-system line-parameter identification and
the DDPG model design. Section4 provides case studies to
verify the effectiveness of the proposed parameter identification
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model. Finally, Section5 presents the conclusions and future
extension of this study.

2 Parameter-identification model of
distribution system

2.1 Distribution system model

A distribution system is an important part of an whole power
system. In the process of power-flow calculation, unknown variables
can be obtained from known variables, so as to obtain power-flow
data for an entire distribution network. The variables mainly include
i-th node active power P;, reactive power Q;, voltage amplitude V;
and phase angle 0;, and the operating state of the system can be
described by these power flow variables. For a distribution network
with N buses, the operation state of a distribution network can be
determined by power flow equation in polar form using any two of
the four groups of variables Equations 1-3:

PiziV,-VjGij cos@,-j+§ViVjB,j sin@ij (1)
J;l J;l
Q=) V,V,Gysinf;— Y V,V;B cosb; 2)
j=1 j=1
Zi=R;+jX; = i—ji (3)
v G§j+ij G§j+B§j

where 8;; is the voltage angle difference between the i-th node and the
j-th node; G;; and B;; are the conductance and susceptance between

the i-th node and j-th node, respectively; Z; is the impedance

1
between node i and node j; R; and Xj; arejthe resistance and
reactance parameters of line i-j, respectively. The first node is a slack
bus and the other nodes are P-Q buses (P; and Q; are known; V; and
0; are unknown) in the actual distribution network. Among them,
P;, Q; and V; can be obtained from supervisory control and data
acquisition (SCADA), and Gij and Bj; are unknown and changing
owing to line upgrading or the working environment at this time
(Wang et al., 2022). According to Equations 1, 2, when sz and Bij
change, V; will change accordingly when the measurement data
obtained by SCADA is used for power-flow calculation. Therefore,
distribution-network line-parameter identification can be modeled
as searching for a set of optimal line parameters that minimize
the square deviation between simulated observations and real
measurements. The parameter identification can be formulated as

an optimization problem:

minF (B, Oy ) = i [05(65.65) - O (0.8 ] )
051 = Fumu (05 {0r0x}),  £=0,1,..,T (5)
Ot min < Ox < Oxmax ©)
Oxmin < Ox < O max (7)

where 0y and 0y represent the set of real resistance and reactance of
the distribution system lines, respectively; 0y and 0y are the set of
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Diagram of the DDPG model structure.
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FIGURE 3
Structure of the Actor network and the Critic network based on DDPG.

estimated resistance and reactance of the lines, respectively; O;(:|-)
represents the system measurement under the real line parameters
at t; Oy(-|-) represents the observation calculated by power-flow
simulation under the condition of the estimated line parameters
at t; f,,.,(|) represents the model simulation calculation function
and 0y ., denote the
upper and lower bounds of the resistance parameters, respectively;
Oy min and Oy
parameters; T is the number of simulations.

used to calculate the observed values; O i, max

min max are also the respective bounds for the reactance

Equations 4-7 can be directly solved based on measurement
data to obtain the optimal parameter set that minimizes the
deviation between the real situation and the simulation. However,
for complex and nonlinear power-flow models, different parameter
sets can correspond to similar simulation observations, leading to
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non-convergence when fitting the target parameter (Yu et al., 2020).
Meanwhile, there is a fundamental limitation: the influence of line
parameters on the node voltage amplitude is limited, so that the
deviation between the measured and simulated data is far less than
1. This will lead to an increased computational burden. Therefore,
the L2-Norm (Loshchilov and Hutter, 2019) method is proposed to
modify the definition of the deviation between the measured and the
simulated data, as Equation 8:

T
minF (0. 0y) = lTZ 1103 (8:.65) - O% (8. 0 ) 11 (8)
t=1

where [|O; — Of] |? represents the L2-Norm deviation between a real
measurement and a calculation.

frontiersin.org


https://doi.org/10.3389/fenrg.2024.1457237
https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org

Jiang et al.
Vll VB Vlz Vli
o T Vs
7, @ v
£
Vs
Vs Vi V, Ve
FIGURE 4

IEEE14-M medium-voltage distribution system.

2.2 MDP for line-parameter identification

According to Equation5, the parameter identification
process in the distribution system solution problem can be
transformed into a finite MDP problem. The finite MDP is
a sequential decision mathematical model in which an agent
perceives the current state of the model and takes action
according to the corresponding strategy to change the state
of the environment and obtain the corresponding rewards
(Hu et al., 2023; Liu et al., 2024).

The finite MDP for the line-parameter identification of
a medium-voltage distribution system is not only the key to
combining DRL with parameter identification, but also the
core part of the identification model based on the DDPG
method in this article. The finite MDP for line-parameter
identification is described in Figure 1. There are three sections,
namely DRL agent interaction, action value processing, and
simulation of the computing environment based on decision
policy 7.

A complete MDP process involves running K steps. It was
assumed that for the k-th step mainly consists of the following
four sub-parts:

Sub — part1: A DRL-based agent computes A, action given state
Sj> guided by decision policy 7. Furthermore, action Ay is the value
of parameter correction.

Sub — part2: The action An generated by the DRL-based agent
calculation is integrated into parameters 6, and 8y to determine
the (k+1)-th parameter. Additionally, the new parameters satisfy the
constraint rules.

Sub—part3: State S;,, is updated according to the new
parameters obtained from Sub — part2, and the state is input into the
simulation calculation module to calculate the measurement O; .
Thereafter, state Sy, is input to the next step to make a new round
of decisions.

Sub — part4: This component is based on the observed simulated
measurement O, , obtained in the simulation calculation module
of state S +1, and the measurement data at the (k+1)-th step.
The (k+1)-th step reward Rn is obtained by comparing the
deviation from Equation 4.
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In the above MDP process, the DRL-based agent first takes
decision actions according to the state including the simulation
calculation results. It then inputs the actions into the simulation
calculation module to obtain the reward. In this way, the agent
repeatedly updates the state to ensure the maximum cumulative
reward while minimizing the objective function Equation 4.
However, considering only the line parameters in the state model
will result in decreasing in the efficiency of the model solution.
Therefore, the augmented state space is proposed to add the
observation deviation of the current state and the simulation
calculation results of the current state into the original state
space. Model perception ability improves after using an augmented
state space.

2.3 Design of each module in MDP

In the finite MDP for line-parameter identification shown
in Figure 1, the DRL-based agent interacts with the simulation
calculation module in Equations1, 2 through a sequence
of state, action, and reward. A reasonable DRL-based agent
design will vastly affect the performance of line-parameter
identification.

State design: According to proposed augmented state space,
the distribution line parameters 0 R 0 , the simulation calculation
results O} under the line parameters 0, 6 at the k-th step, and the
observation deviation O; — O} at the k-th step are combined to form
state space S;. The specific expression of the augmented space state
is shown as Equation 9:

St = { B Ox 1o 05, 0 — O} )

Action design: The action set A, made by the DRL-based
agent according to current state S, which is the output of
strategy 7 at the k-th step, is the adjustment of the parameters
of each line in the distribution system. It should be noted
that for a medium-voltage distribution network with N nodes,
there are N—1 lines. There are N—1 actions that need to be
given according to the strategy m for the parameter R and
parameter X, respectively. The action set is represented according to
Equations 10, 11:

Mgy = m (Bg ) (10)

Ay =m (Bxy) 11)

Combined with transform and inverse-transform the line
parameters Figure 1, the next state S;,, is determined by the
action An made by the agent according to current state S,
as follows:

O e1 = Opx + Al (12)

éx,kn = @X,k + A0 (13)

The distribution network line parameters are usually distributed
in a continuous space. However, owing to the range between the
different lines, the parameter range of resistance and reactance in a
line is not consistent. In addition, singular samples are not conducive
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to model learning, which leads to an issue whereby the model
is difficult to converge. In order to facilitate the line-parameter
identification, the Max-Min-Norm be applied to transform and
inverse-transform the line parameters 8y, Oy to [0, 1] (Chang et al.,
2023) as Equations 14-17.

- §Rvk - eRv max =
B = " B € [0.1] (14)
R;, max ~ VR;,min
- eX- kK~ QX max =
By = 5 Oy € [0,1] (15)
X;max ~ YX;,min
eRi,k = (eR,,max - HR,,min) eRi,k + eRi,min (16)
eXi,k = (QX,-,max - QX,-,min) eX,-,k + eXi,min (17)

where éR,-,k and @X,.,k represent the normalized line parameters
using Max-Min-Norm at the k-th state of the i-th line, respectively.
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It should be noted that when the DRL-based agent makes
action A, according to current state S,, the range of the
parameter correction value éR,-,k N éxi,k +1 should be within [0, 1]
(Zhou et al., 2021). During the process of parameter correction
with Equations 12, 13, a parameter may exceed the boundary
[0, 1]. To constrain any out-of-bounds line parameters within [0,
1], an adaptive parameter correction methods have been proposed
as follows:

o )
TN (O +20,5) +1), (0, +A0;) <A
(o

6i,k+1 =

p ) )
) (2= (0, +A0;1)), (0,5 + A8, ) > 1A,

0, + A, otherwise

1-

(18)

where A is the correction factor. The correction factor A, is crucial
for balancing the speed and stability of parameter updates during
the correction process. According to experience, correction factor A,
was set to 0.005 to ensure that corrections are neither too aggressive,
which could lead to instability, nor too conservative, which could
slow down the convergence.

Reward design: The quality of the reward function will directly
affect the agent decision and the outcome. In this study, in order to
superior guide the model learning, the reward function is designed
at k-th step and includes three parts, that is, the observation
deviation reward, r, ;, the parameter state reward, r4, and the action
reward, 7, ;:

Ri == (AoTop +Agrop + Aal k) (19)

where A, Ay, and A, are the corresponding reward weights.

The observation deviation reward r,;, is the deviation
between the and the simulation
calculation result. When the deviation is small, the agent

system measurement

obtains a positive reward. Otherwise, the agent is penalized.
In this paper, the observation deviation reward r,, value
the k-th step
as follows:

at is obtained according to Equation4,

Tox = 1103 (6%, 65) — O (Bg. Ox ) 11, (20)
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The parameter state reward ry is used to penalize for out-of-
bounds line parameters. When the line parameters are out of [0, 1],
the agent is penalized. It should be noted that ry is calculated before
calculating Equation 18.

A _ _
1 +C)L (O +20,5) +1), (0 +A0;) <A
c
, A, ) ]
T =711~ =i (2= (0 +A0;4)), (0, +A0,) > 1A,

C

+A,

(6, + AB;) , otherwise

1)

M=
o
=

]
—

re = (22)

=

I

where L is to make the observation species maintain 7y
consistent in different scenarios. The action reward r,; is used
to penalize with excessive action and unnecessary corrections,
as follows:

L
ru:ﬁ Y Y(ad,) (23)

Oe(R,X) i=1

3 Deep deterministic policy gradients
for line-parameter identification

3.1 DDPG model design

The DDPG model is an improvement of the deep Q-learning
network and is combined with the idea of the deterministic policy
gradient algorithm, which is a model-free DRL algorithm. The
Actor-Critic (AC) architecture is applied to the DDPG model
as its algorithm basic framework (Gopalakrishnan et al., 2016).
Moreover, neural network is introduced as the approximation of its
policy network and value network. The DDPG algorithm structure
is shown in Figure 2.

Each part of the AC architecture for the DDPG model uses two
neural-network structures to form four neural networks in total,
that is, the Actor network, Target Actor network, Critic network,
and target Critic network. The Actor network is used for executing
the policy, and the Critic network is used to evaluate the executed
policy. Additionally, the DDPG model adopts deterministic policy
gradient to update the model parameters. In the process of training,
the Actor network calculate an action according to current state S
based on 71(S;[6,). The Gaussian noise is added into the generated
action A, to sufficiently explore the simulation environment.
Subsequently, action A, is input into the simulation environment
to generate the next state S;,; and obtain the corresponding
reward R,. After a step, current state Sj, action Aj, next state
Si+1, and reward R; are combined to form a quadruple (S;, Ay,
S+ 1, Ry) and stored in the empirical buffer for batch training
of the model.

After Nu samples of the Actor network training, the M samples,
that is, the quadruple (S;, Ay, Si,1» Ry) are randomly obtained
from the empirical buffer to calculate target y, with discount
rate y and each Critic network loss function. The calculation is
expressed as Equation 24:
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FIGURE 7
Line R and X parameter identification results and relative error in

IEEE14-M system. (A) Identified line R parameter results. (B) Identified
line X parameter results. (C) Identified line R and X parameter
relative error.

v, =R+ yminQ(S'i,A'i |0Q, )
Ali = T[c(slilen’)

Lo(60) = L3 (- a(s,4)60))°

i=1

i=12,...M

(29)

The parameter 0, in the policy network is updated through
the policy gradient based on the M samples. The update goal is to
maximize the Q network critic value as follows:

M
VO,,](HH) = ﬁ ZVAQ(Si’A |9Q ) |A:ﬂc(si|6n)
i=1

Vennc (Sl |9n )

(25)

where nc(Sl(IGn,) represents the Target Actor network; Q(S;Al6)
represents the Target Critic network. The Target Actor network
has the same network structure as the Actor network, and the
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Results of line aging assessment of IEEE14-M.

Target Critic network has the same network structure as the Critic
network. The Actor network and the Critic network structures
are shown in Figure 3.

The model parameters are updated using the soft update
strategy as follows:

Oy — 0o+ (1-7)6y (26)

0, —16,+(1-1)06, 27)

Frontiers in Energy Research

08

where 7 represents the momentum of the model parameter update,
7 € [0, 1], which is set to 0.005 in this study. The training of the DRL-
based agent based on DDPG is depicted as Algorithm 1.

3.2 Line-aging assessment based on the
line-parameter identification

Actual line parameters are identified using the proposed

DDPG model. However, line aging seriously affects the
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TABLE 1 Summary of identification with different methods.

WLS ’ PPO SAC DDPG (ours)

Average error of R 5.80% 4.20% 6.12% 2.24%
Average error of X 7.12% 5.44% 6.54% 2.37%
Max error of R 8.16% 7.34% 8.86% 3.82%
Max error of X 9.54% 7.87% 9.05% 4.37%
Min error of R 2.85% 1.56% 1.88% 0.20%
Min error of X 3.66% 1.98% 2.45% 0.19%
Online Single time 1.34min 18.61s 15.42s 9.34s
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FIGURE 10

Line R and X parameter identification results and relative error in
IEEE33 system. (A) Identified line R parameter results. (B) Identified line
X parameter results. (C) Identified line R and X parameter relative error.
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transmission Therefore, line
aging should be roughly estimated based on line-parameter

identification results. The line-aging indexes, namely wj and

quality of power systems.

', are expressed by calculating the degree of deviation of
identified line parameters from theoretical line parameters
according to Equation 28:

i _ |5 _ ptrue,i true,i
wly = |0 — 03""| /6%

i *éi etrue,i Gtrue,i (28)
“’X‘| x Uy |/ X

where 65°" and 67"®" represent the standard resistance and
reactance parameters of the i-th line, respectively. These
parameters are set according to the factory specifications
of the line.

The line-aging risk level of each line is calculated as the sum of
w; and w; over a period of time, as follows:

T
A= = (wh, + @) (29)
T t=1

4 Case studies

4.1 Case description and experimental
setup

In this section, the proposed DDPG-based model performance
is validated on IEEE 14-node and IEEE 33-node test systems. Details
regarding the two test systems are as follows:

Case 1: 'The modified IEEE 14-node medium-voltage
distribution system is used as the basic case, named IEEE14-
M. IEEE14-M (shown in Figure 4) is a 23 kV medium-voltage
distribution system, with 14 nodes and 13 transmission lines.
The datas of each node, that is, the nodal active power, reactive
power, and voltage magnitude, is simulated using the pandapower
Python package (Thurner et al., 2018) to simulate the measurement
data collected by SCADA. The numerical nodal injected active
powers are generated using the Monte Carlo method in the range
of [0.8P,, 1.2P,], where P, represents the standard active power of
each node, and the reactive power Q; is calculated using the power
factor. In practice, the power factor is between 0.8 and 0.95. The
corresponding nodal voltage is obtained by executing power-flow
function of the pandapower.

Case 2: The IEEE 33-node medium-voltage distribution system
is defined as IEEE33. The IEEE33 is a 12.66 kV distribution
system, with 32 transmission lines (Zhao et al, 2020). The
simulated measurement data are generated in the same manner
as IEEE14-M.

All experiments are performed on a computer with i1-9700
@3.00 GHz CPU, 64 RAM, and GeForce GTX 1080Ti GPU. In
addition, the software environment configuration is Python v3.10,
Pytorch v2.1.0-cuda, and pandapower v2.11.0. A total of 10,000
episodes is carried out.

To demonstrate the performance of the proposed DDPG
model, the DDPG model is compared with the proximal policy
optimization (PPO) algorithm, soft actor-critic (SAC) algorithm
and the weighted least square (WLS) algorithm, a classical method
of parameter identification. In the DDPG model, the agent makes
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decision with Gaussian noise, which has a standard deviation
0.01. The learning rates of the Actor network and the Critic
network are 0.002 and 0.001, respectively (Gopalakrishnan et al.,
2016). The discount rate y is set to 0.9. The batch size is 32.
The observation deviation reflects the gap between the model
output and the real observation, which directly affects the
accuracy of parameter identification. The observation deviation
reward weights A, is set to 0.6 to highlight that the model needs
to reduce the observation deviation as the main optimization

Frontiers in Energy Research 10

direction and ensure that the identified parameters can accurately
reflect the actual system state. In addition, the parameter state
reward and action reward are to encourage the model to
gradually adjust and optimize toward the correct parameter state,
avoiding frequent and unreasonable adjustments. Therefore, the
corresponding reward weights, 14 and A,, are set to 0.2 to balance
the exploration of suitable sitting and the maintenance of stable
output. In the PPO model, the training process is set as previously
described (Schulman et al., 2017).
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TABLE 2 Summary of identification with different methods.

WLS PPO | SAC | DDPG (ours)
Average error of R 6.77% 6.35% 7.42% 4.56%
Average error of X 8.61% 7.42% 8.21% 5.14%
Max error of R 14.11% 10.47% 13.15% 7.88%
Max error of X 13.81% 10.88% 12.92% 7.84%
Min error of R 4.88% 4.67% 3.67% 1.57%
Min error of X 5.73% 4.49% 3.96% 2.51%
Online Single time 2.05min 25.12s 23.75s 12.97s

Initialize Critic network @ and Actor network 7 with model parameters fgand 0. Additionally,
hyper-parameters correction factor A, = 0.005, A, = 0.6, \g = 0.2, and A\, = 0.2; learning rates
14=0.002 and [=0.001; the batch size is 32, v = 0.9 7 = —.005, and the buffer is 1e6;

Initialize target networks: 6y < 0, 05 < 03

for iteration=1 to 1e6 do

Simulate with original parameters ) and calculate S.

for k =11t0o K do

Select correction action Ay, = mc(Sk|0x).
Simulate with corrected parameters after adaptlve parameter correction according to Eq. (18).
Generate next state Sy and obtain the reward Ry, according to Egs. (19)-(22).
Store quadruple (S, A, S+1, Ry) into buffer.
Random sampling of the M sample quadruple (S, A, Sy41, Rj) from buffer.
Calculate the loss function L¢(6q) according to Eq. (23).
Update Critic network parameter 6 < argminfgLq(0q).
if k % 2 = 0 then
Update Actor network parameters fraccording to Eq. (25).
Update the Target Actor and Critic network parameters according to Eq. (26) and (27),
respectively.
en
end
end

Algorithm 1. Training process of DDPG for line-parameter identification.

4.2 Training performance

Reward values can provide a rough estimate of the line-
parameter fitting accuracy. According to Equation 19, it can be seen
that the calculation results identified using line parameters is closer
to the measurement data, and the reward value is smaller. This
means that, when the reward value is close to 0, the line-parameter
identification accuracy is better. Figure 5 (red line) presents the
average reward curve for the DDPG model in training. It can
be seen that the DDPG can exhibit fast convergence, and the
reward value is —0.31 at the end-step, showing that the correction
strategy can reduce the simulated observation error corresponding
to the correction parameter to the parameter observation error
level. Additionally, the reward curve of the DDPG model is
stable during training process owing to the AC strategy and
(blue line) shows the average reward
curve during the PPO training. As can be seen from Figure 5,

the state design. Figure 5

the convergence and stability of the PPO algorithm are inferior
to those of the DDPG model, and the final reward is —0.92.
This is primarily due to the lower sampling efficiency of the
PPO algorithm during policy training, leading to less accurate
parameter identification than the DDPG model. Figure 5 (green
line) shows the average reward curve during the SAC trining.
It can be seen that the convergence of SAC is more stable,
but the convergence speed is slow, and the final identification
reward is —0.98. In general, compared with the SAC model,

the PPO model converges faster in line-parameter identification,
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but the effect is unstable. However, the DDPG model not only
shows higher stability in the training process, but also achieves
significantly better final reward value. The results show that the
DDPG model can more accurately realize the parameter adjustment
and optimization strategy of distribution network line-parameter
identification.

4.3 Test performance

After the training is completed (the proposed DDPG model
in Algorithm 1), the medium-voltage distribution network line-
parameter identification strategy are loaded into the online strategy
to realize the online line-parameter identification, and the test is
carried out in 100 test scenarios. Subsequently, for all 100 test
scenarios, the MAPE of the observed values are calculated at each
step corresponding to the typical parameters, as shown in Figure 6.
After the first correction, the average MAPE decreases by 59.16%
for IEEE14-M and 39.59% for IEEE33. In addition, For the
IEEE14-M system, the MAPE of parameters R and X decreases
to 2.08% and 2.36% after averaging three steps of correction,
respectively. For the IEEE33 system, the MAPE of parameters R
and X decreases to 4.65% and 5.31% after averaging five steps of
correction, respectively. It indicates that the corrective action of
the line parameter identification strategy is basically completed.
It can be seen that in the online implementation, appropriate
identification parameters can be obtained by averaging 3 correction
steps for the IEEE14-M system and 5 correction steps for the
IEEE33 system.

4.4 Case 1 line-parameter identification
and line-aging assessment

The proposed DDPG model can effectively identify the
parameters of IEEE14-M lines, shown in Figure 7 When nodal
voltage magnitude V; contains 1% Gaussian noise during the
simulation of measurement data, the deviation of the 7-th line (from
the 2-nd bus to 7-th bus) in the R identification results is largest
5, and the deviation is 3.82%. The first line (from 0-

th bus to 1-st bus) has the largest deviation from the actual value of

shown as Figure 5

line reactance, and the deviation is 4.37%. Combined with Figure 5
it can be seen that the voltage magnitude deviation of 2-nd bus is
the largest, which is caused by the deviation of the X parameter
identification result of the first line. However, the measurement of
voltage magnitude has 1% Gaussian noise. Moreover, part of the
action design adds Gaussian noise with s = 0.02, so that there is a
certain deviation when fitting the objective function. The deviation
of the voltage magnitude is 0.39%, which is within the acceptable
range. Additionally, Figure 5 shows the identification deviation of
the line parameters, that is, R, and X, which showed values of
2.244% and 2.372% compared with actual line parameters at single
time slice. This demonstrates that the proposed DDPG model is
effective in the case of a large difference degree of line parameters.
Moreover, the parameter adaptive correction and Max-Min-Norm
can effectively suppress the influence of the difference degree.

Since the nodal injected power of each node changes with
time, single identification results are not sufficient to reflect the
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identification accuracy. Therefore, multi-temporal cross-section
experiments are conducted using the proposed DDPG model
from 01:00 to 00:00. In this study, pandapower is used for
simulating the measurement data collected by SCADA within
1 day, and the sampling frequency is 15min/time. A period of
measurement data are input into the proposed model for sequence
verification, and the errors of the R and X over a period of
time are shown in Figure 8. The line parameters R and X’s mean
absolute percentage error (MAPE) are 2.45% and 2.52% respectively,
for all lines records. This low error rate highlights the model’s
robustness in handling dynamic conditions, where injected power
fluctuates throughout the day. A key advantage of the DDPG
model is its capacity for real-time adaptation, providing consistent
accuracy across various time slices. The model’s ability to capture
these temporal variations ensures a high level of precision in
parameter identification, even under changing system dynamics.
This makes it particularly suitable for practical distribution network
applications, where operational conditions are in constant flux.
Furthermore, the high identification accuracy allows distribution
network operators to rely on the model for continuous system
monitoring and aging assessment, ensuring system stability and
reliability. This demonstrates the model’s advantage in providing
accurate, real-time parameter estimation with low computational
complexity.

The result of the line-aging assessment is shown in Figure 9.
Usually, according to the actual situation, a distribution-
network operator can set the aging warning coefficient A
(2022), the V,

err

err®

is set to 0.18, and
as presented in Figure 8, all lines in the IEEE14-M are in

According to Wu et al.

the normal state. It should be noted that the line-aging
risk level of each line is calculated over a period of time,
according to Equation 29.

In order to verify the performance of the proposed method,
the proposed DDPG model is compared with WLS, SAC and
PPO model. Table | summarizes the results for different algorithms.
The average identification deviation of line parameters R and
X under the WLS, SAC and PPO method are 5.8% (WLS-R),
7.12% (WLS-X), 6.12% (SAC-R), 6.54% (SAC-X), 4.2% (PPO-
R) and 5.44% (PPO-X). The identification accuracy of the
proposed DDPG method is better than that of the other methods.
This underlines the superior performance and accuracy of the
proposed DDPG model in line-parameter identification and aging
assessment tasks. The superior performance of the DDPG model
stems from its actor-critic structure, which enables efficient and
stable policy updates, and its ability to handle continuous action
spaces, providing precise control over line parameters in medium-
voltage systems. Compared to PPO and SAC model, DDPG
model offers better sample efficiency and focused optimization,
reducing parameter deviation. Its deterministic policy gradient
minimizes errors between observed and predicted parameters,
while noise injection ensures stable exploration. Additionally, the
DDPG model demonstrates a lower computational time complexity,
requiring less time to converge compared to SAC, making it more
suitable for real-time applications. These factors make DDPG more
accurate and stable for real-time line-parameter identification and
aging assessments, with lower computational overhead, ideal for
distribution networks.
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4.5 Case 2 line-parameter identification
and line-aging assessment

In the test case, the line parameters of the IEEE33 medium-
voltage distribution system are identified using the proposed DDPG
model. The test is based on the same sampling frequency, that is, 15-
min. Similarly, a 1% Gaussian noise is added to the measurement
data (V). The identification results are shown in Figure 10. It can
be seen that the proposed DDPG method can exactly identify the
line parameters of each branch, namely R (shown as Figure 5)
and X (shown as Figure 5). Moreover, the corresponding average
relative errors are 4.56% and 5.15%, respectively. It is reflected in
both cases that the deviation of the line resistance identification
results is smaller compared with that of the line reactance. If the
possible measurement error is taken into account, the identification
results meet the requirement. The minimum identification error
of line parameters, R and X, as shown in Figure 5 are 1.56% and
2.51% respectively, and the corresponding maximum identification
errors are 7.88% and 7.83%, respectively. The results indicate that
the identification of line resistance tends to be more accurate
than that of line reactance, and all identification errors fall
within acceptable ranges, demonstrating the model’s robustness to
measurement errors.

In order to sufficiently reflect the identification accuracy, multi-
temporal cross-section experiments are conducted within 1 day
from 01:00 to 00:00. Similar to Case 1, pandapower is used
to simulating the SCADA measurement data and the sampling
frequency is also 15-min/time. The errors of R and X over a period
of time are shown in Figure 11. The MAPEs of line parameters R
and X are 4.72% and 5.45%, respectively, for all lines records. And
the stability and reliability of the proposed DDPG model over time
in a dynamic operating environment. This demonstrates that the
identification result accuracy is independent of the nodal injection
power fluctuation over a period of time (from 01:00 to 00:00 of
a day). This consistency in accuracy, regardless of nodal injection
power fluctuations, highlights the DDPG models resilience and
stability in a real-world operating environment. Unlike traditional
methods, the DDPG algorithm excels in environments with
temporal variability, maintaining its precision across different time
slices and system conditions. The model’s robustness ensures it is
well-suited for dynamic distribution networks, where power flow
and operational conditions continuously change. This high level
of adaptability makes it a reliable tool for real-time monitoring
and line-parameter identification in practical applications, offering
operators confidence in its stability over time. The relatively low
computational complexity also makes it feasible for deployment in
large-scale systems, where speed and accuracy are critical.

The result of line-aging assessment of IEEE33 system
is shown in Figure 12. The line parameters in the IEEE33 system
are maintained at normal level, but they are very close to the aging
(set to 0.18 in 4.3). Regarding the lines
parameter identification results of the IEEE33 system, the lines close
to the aging warning coefficient are the 16-th, 20-th, 24-th, and 25-
th line, and the A; of the above lines exceeds 0.12. The average aging
risk level of all lines in the IEEE33 system is 0.097, and all lines are
in the normal state at present.

The proposed DDPG model is compared with WLS, SAC and
PPO algorithms to verify the effectiveness of DDPG, and the

warning coefficient A,,,
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comparison results are shown in Table 2. The average identification
deviation of line parameters R and X under the different methods
are 6.77% (WLS-R), 8.61% (WLS-X), 6.35% (PPO-R), 7.42% (PPO-
X), 7.42% (SAC-R), 8.21% (SAC-X), 4.56% (DDPG-R ours), and
5.14% (DDPG-X ours), respectively. This superior performance is
due to DDPG's efficient policy optimization and ability to operate
in continuous action spaces, ensuring better accuracy in parameter
identification, even in noisy conditions. In terms of computational
complexity, although computationally more intensive than WLS
or PPO model, ensures better convergence and stability. On
average, DDPG completes parameter identification for the IEEE33
system within 12.97 s, faster than SAC (23.75s) due to DDPG’s
deterministic policy updates and more focused exploration. This
makes DDPG well-suited for real-time applications in large-scale
modern smart grid application.

5 Conclusion

Accurate identification of line parameters in distribution
systems is crucial for improving their security and reliability,
given their direct connection to end-users. This study proposes a
DDPG-based method for line-parameter identification in medium-
voltage distribution systems, validated on IEEE14-M and IEEE33
systems. By transforming the problem into a MDP and constructing
an agent with a fitting objective function, the proposed method
provides a novel approach compared to traditional methods. The
results show that the DDPG method achieves lower identification
deviations—2.24% and 2.37% in IEEE14-M, and 4.56% and 5.14%
in IEEE33 compared to the WLS and PPO methods. Additionally,
the DDPG approach only requires nodal measurements of injected
active power, reactive power, and voltage magnitude, simplifying
the process without sacrificing accuracy. With advancements in
smart grids, data-driven deep learning methods will further
enhance parameter identification for distribution systems. Future
research will focus on extending this method to broader line
parameters, addressing challenges like limited sample data and
adaptive topology.
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