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Introduction: Wind energy development faces challenges such as low utilization
of wind resources, underdevelopment of suitable areas, and imbalanced
electricity demand coverage. To address these issues, this study formulates a
multi-objective maximal covering location problem (MO-MCLP) for onshore
wind power station (OWPS) siting, aiming to improve resource utilization,
expand development in promising regions, and balance demand coverage in
spatial planning.

Methods: A MO-MCLP model is developed that simultaneously maximizes
wind energy utilization, promotes development in suitable areas, and balances
electricity demand coverage. To solve this model at large scale, a deep
reinforcement learning (DRL) algorithm is designed and implemented. The DRL
approach is benchmarked against a traditional optimization implementation
using the Gurobi solver. Computational experiments focus on wind-rich coastal
regions of Guangdong Province, evaluating both solution quality (coverage and
utilization metrics) and computational efficiency under varying problem sizes.

Results: The DRL algorithm achieves objective values comparable to or
better than those from the Gurobi-based method, while substantially reducing
computation time for large problem instances. As the number of candidate
sites and demand points increases, DRL demonstrates superior scalability. In the
Guangdong case study, DRL attains similar or improved coverage and utilization
within a fraction of the runtime required by Gurobi, enabling faster iteration for
scenario analysis.

Discussion: The findings indicate that DRL offers an efficient alternative to
traditional solvers for complex spatial optimization in wind farm siting. Faster
computation and better scalability facilitate exploration of multiple planning
scenarios, sensitivity analyses, and rapid decision support under practical
time constraints. Integrating richer environmental and socioeconomic data,
extending to multi-stage planning, or combining DRL with heuristic solvers may
further enhance performance. Overall, the MO-MCLP model with DRL solution
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provides actionable insights for sustainable energy infrastructure planning by
delivering high-quality site allocations efficiently.

KEYWORDS

onshore wind power station, spatial analysis, location problem, deep reinforcement
learning, multi-objective optimization

1 Introduction

Wind energy, as a clean and renewable source of power,
has received considerable attention and application in recent
years, particularly in the context of addressing climate change
and achieving sustainable development (Midilli et al., 2006). The
effective development of wind power can significantly reduce
greenhouse gas emissions, promote a green economy, and enhance
energy security. Furthermore, it has the capacity to reduce reliance
on fossil fuels and contribute to the global transition of the
energy system (Xu et al, 2010; Su et al., 2024). As a result, wind
energy plays an increasingly important role in achieving Sustainable
Development Goals (SDGs) and has become a key component of
global energy policies and environmental strategies.

In the field of wind energy development, the rational site
selection and configuration of wind power infrastructure are
crucial steps in achieving the efficient utilization of renewable
energy (Pourasl et al., 2023; Villanueva and Feijoo, 2010). Due
to the geographical complexity and diverse constraints of wind
power projects, wind power planning must consider multiple
objectives, including economic viability, environmental impact, and
resource utilization efliciency (Yousef et al., 2024; Ricks et al,
2024). Therefore, the scientific site selection problem for wind
farms focuses on how to maximize power generation while
ensuring cost-effectiveness and effectively addressing the multiple
constraints involved (Beiter et al., 2023).

Current research on the location of wind farm has demonstrated
a trend towards greater diversity and refinement, with a particular
on wind resource assessment methods, multi-factor
comprehensive analysis, and the innovative application of location
models (Cencen et al., 2024; Xia and Song, 2009). Wu et al. (2021)
proposed a method combining the entropy weight method with

focus

subjective weights to address the multiple factors involved in wind
farm location. This involved constructing an evaluation system
based on fuzzy reasoning, with the aim of providing a feasible
solution for location decisions (Rediske et al,, 2021). However,
this method relies heavily on the subjective judgement of experts,
which may lack objectivity and stability in handling complex and
uncertain factors. This may affect the generalizability of the model
and the scientific validity of the siting solutions (Wang et al.,
2024b; Nielson et al., 2020). Zhou et al. (2023) constructed a
multi-factor comprehensive evaluation model by integrating wind
speed data, terrain features, and road factors, and employed
ArcGIS to perform spatial analysis on the suitability of wind farm
development. This method provides a theoretical basis for wind
farm siting by considering the spatial distribution of wind resources
as well as terrain and infrastructure constraints. However, this
GIS-based comprehensive evaluation has significant limitations
in data acquisition, especially the scarcity of high-precision data
on wind speed and terrain. Additionally, the analysis process
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is often complex, requiring substantial computational resources
and data preparation, which limits its practicality in large-scale
regional applications. Li distinguished between macro and micro
phases in the context of wind power location (Li, 2018). They
discussed preliminary wind resource evaluation and detailed wind
turbine layout design as separate topics. Macro location primarily
determines the overall location of the wind farm, whereas micro
location is concerned with optimizing the specific layout of wind
turbines in order to maximize power generation and efficiently
utilize resources (Zhang et al., 2011; Bayer et al., 2013). While this
approach facilitates stepwise optimization from the overall to the
specific level, in practice, it is challenging to ensure coordination
between macro and micro location, particularly in the presence of
various complex environmental constraints. The two-stage approach
tends to result in limitations in their respective optimizations,
thereby lacking overall optimality (Chen, 2011).

The emerging field of geospatial optimization represents a novel
approach that integrates geographic and mathematical optimization
techniques to achieve optimal spatial allocation of facilities
(Costa et al,, 2021; Yu et al., 2025). The application of mathematical
modelling techniques to the description of factors such as wind
farm location, capacity configuration, and environmental impact
enables the identification of an optimal solution (Li et al,
2023). These optimization methods typically encompass linear
programming, heuristic algorithms and metaheuristic algorithms.
Linear programming is an effective method for identifying optimal
solutions when the constraints and conditions are simple and
deterministic (Aneja et al, 2024). Heuristic and metaheuristic
algorithms employ heuristics and random searches to locate near-
optimal solutions in a shorter time, making them particularly well-
suited for nonlinear and complex environments. However, these
traditional methods often encounter limitations when confronted
with intricate multi-objective and multi-constraint geospatial
optimization challenges in wind farm siting (Zhao et al., 2017;
Karayel and Dincer, 2024). Deep reinforcement learning (DRL)
is a data-driven intelligent optimization method that is capable
of adapting dynamically to complex constraints and continuously
optimizing decisions through interaction with the environment
and self-learning (Chu et al, 2024). DRL does not necessitate
the simplification of the problem; rather, through the robust
representation capabilities of deep neural networks, it is able to
capture the non-linear features of complex geographic environments
in wind farm location and perform effective adaptive optimization
in a dynamically changing environment (Shakoor et al., 2016).
Furthermore, DRL is capable of learning the optimal strategy
through repeated trial and error, which makes it particularly
advantageous in handling multi-objective optimization and complex
constraint problems (Rediske et al., 2021).

Therefore, this study models the wind farm location problem
as a mathematical optimization problem and explores the use of
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DRL algorithms to solve this problem, applying it to the onshore
wind power siting layout in Guangdong Province to provide decision
support for current wind farm construction and wind energy
utilization in the province.

The main contributions of this study are as follows:

that
comprehensively considers wind energy resource utilization

o Proposing a multi-objective optimization model
efficiency and demand coverage.

« Designing an innovation DRL method for model optimization.

« Applying the proposed framework to optimize the siting layout
of onshore wind power in Guangdong Province.

The remainder of this study is organized as follows: Section 2
reviews the related works on the location models for wind power
stations and deep learning methods for location optimization.
Section 3 describes the proposed multi-objective optimization
model and methods used. Section 4 presents the experimental
setup and results, along with a comparative analysis. Section 5
discusses the research findings and their implications. The last
section summarizes the main findings of this study and proposes
future research directions.

2 Related works

2.1 Multi-objective location optimization
problems for wind power stations

The optimization of wind power station siting necessitates
balancing competing objectives such as energy yield maximization,
cost minimization, and environmental compatibility, driving the
adoption of multi-objective optimization (MOO) frameworks. Early
studies predominantly employed single-objective models, with
linear programming and heuristic algorithms addressing factors
like infrastructure proximity and terrain constraints (Mosetti et al.,
1994; Cortez and Dorrego, 2020). For instance, meta-heuristic
algorithms incorporating improved charged particle optimization
were developed to integrate topographic effects into layout designs
(Hidayat et al., 2024; Asaah et al, 2021; Diaz et al, 2022),
while the Jensen model and its variants addressed wake losses
in onshore and offshore farms (Shakoor et al., 2016; Feng and
Shen, 2014; Feng et al., 2018). However, the inherent complexity
of wind farm planning—requiring simultaneous consideration of
resource availability, land-use conflicts, and economic viability—has
shifted research toward MOO methods capable of generating
Pareto-optimal solutions.

A cornerstone in MOO is the Non-dominated Sorting Genetic
Algorithm IT (NSGA-II), renowned for its efficiency in handling
non-convex objectives. Mytilinou and Kolios (2017) demonstrated
NSGA-II’s superiority over SPEA2 and NSGA-III in optimizing
offshore wind layouts by simultaneously minimizing lifecycle
costs and maximizing energy output. Recent adaptations integrate
spatial constraints, such as turbine wake effects and cable routing,
enhancing its applicability to real-world scenarios (Manikowski
etal, 2021). Alternative approaches, including Multi-Objective
Random Search (MORS), leverage stochastic adjustments to refine
turbine placement iteratively. Feng and Shen (2016) reported that
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MORS outperformed NSGA-II in high-dimensional problems,
reducing cable lengths by 15% while maintaining power output
in offshore farms. Bayesian optimization methods further address
uncertainties in wind resource modeling; Chugh and Ymeraj
(2022) utilized Gaussian processes with Expected Hypervolume
Improvement to achieve a 4.6% power increase and 84% fatigue
load reduction, highlighting MOO’ potential in stochastic
environments.

Classical facility location models, such as p-Median and
p-Center, have been adapted to optimize energy transmission
efficiency and grid connectivity (Berman and Krass, 2002). These
models minimize total or maximum distances between turbines and
demand nodes, aligning with Hakimi’s foundational work (Hakimi,
1964; Hakimi, 1965). The Maximum Covering Location Problem
(MCLP) and Location Set Covering Problem (LSCP) further address
spatial coverage, with studies integrating GIS to prioritize high-wind
zones while avoiding ecologically sensitive areas (Pamucar et al.,
2017; Church and ReVelle, 1974; ReVelle et al., 2008; ReVelle and
Swain, 1970; Pirkul and Schilling, 1989). For example, Chen et al.
(2021) combined LSCP with NSGA-II to reduce infrastructure
redundancy by 20% in offshore farms, illustrating the synergy
between operations research and MOO.

Emerging hybrid frameworks merge evolutionary algorithms
with probabilistic methods to address scalability and uncertainty.
Kirchner-Bossi and Porte-Agel (2021) coupled NSGA-II with Monte
Carlo simulations to optimize both turbine layouts and farm
shapes, achieving a 12% energy yield increase in Denmark’s Horns
Rev I farm. However, challenges persist in scaling these methods
for large-scale farms (>100 turbines) and standardizing objective
weighting schemes across diverse geographical contexts (Emamiand
Noghreh, 2010; Gao et al., 2016). Future research should prioritize
hybrid algorithms and open-source tools to enhance reproducibility,
alongside probabilistic lifecycle cost models to quantify long-term
uncertainties (Kaynia et al., 2025).

2.2 Deep learning methods for
multi-objective location problems

The integration of deep learning (DL) into multi-objective
optimization (MOO) has introduced transformative capabilities
for balancing competing objectives in spatial allocation problems,
overcoming limitations of traditional rule-based and heuristic
approaches. While classical MOO algorithms (e.g., NSGA-II) excel
in deterministic scenarios, DL excels in extracting latent patterns
from high-dimensional data and addressing stochastic or dynamic
environments, making it indispensable for complex location
problems (Mecheter et al., 2022; Hou et al., 2016; Hou et al., 2017).

Early attempts, such as Hopfield networks for the p-
Median problem, were constrained by scalability and retraining
requirements (Dominguez and Munoz, 2008). Recent advances
leverage graph neural networks (GNNs) to encode spatial
dependencies and demand-facility interactions. For instance,
Liang et al. (2024b) fused graph convolutional networks (GCNs)
with facility location models, achieving a 40% reduction in
computational time for the p-Center problem compared to
exact solvers, while generalizing across problem scales without
retraining. Similarly, Zhang et al. (2023) proposed a multi-task
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GNN framework that simultaneously optimizes coverage, cost, and
equity in healthcare facility placement, demonstrating superior
Pareto front diversity over genetic algorithms.

Deep reinforcement learning (DRL) has emerged as a
dominant paradigm for sequential decision-making in MOO.
Unlike supervised learning, DRL agents learn policies through
environment interactions, enabling adaptive solutions under
uncertainty. Wang et al. (2023a) designed a DRL model with a
transformer-based policy network to solve the uncapacitated p-
Median problem, reducing solution gaps by 12% compared to
heuristic baselines. Extending this, Zhong et al. (2024) developed
ReCovNet, which integrates attention mechanisms with reward
shaping to balance coverage and budget constraints in billboard
placement, achieving 98% coverage efficiency with 30% fewer
resources. However, challenges persist in reward design for
conflicting objectives; Chen L et al. (2023), Chen X et al. (2023)
addressed this by introducing a dynamic weight adjustment module,
enabling automatic trade-off calibration between cost and service
accessibility in real-time logistics optimization.

Hybrid DL-MOO frameworks further bridge the gap between
data-driven learning and classical optimization. The Sponet
framework (Liang et al, 2024a; Liang et al., 2022; Wang et al.,
2023b) combines DRL with metaheuristics, using a deep Q-
network to guide simulated annealing for solving p-Median, p-
Center, and MCLP problems. This approach reduced optimality
gaps by 18% in large-scale urban facility allocation compared to
pure DRL methods. Despite progress, critical limitations remain:
most DL-MOO methods rely on synthetic training data, raising
concerns about real-world robustness (Shadman Abid et al., 2025).
Additionally, the “black-box” nature of DL models complicates
interpretability, hindering adoption in policy-sensitive domains like
environmental planning.

3 Materials and methods

3.1 Study area

Guangdong Province, located in southern coastal area of
China (20°13’-25°31'N, 109°40’-117°18'E), experiences a climate
characterized by the mid-subtropical, southern subtropical, and
tropical zones, boasting abundant wind energy resources (Figure 1).
The region is subject to the influence of a monsoon climate, which
provides conditions conducive to the location and construction of
wind farms. Concurrently, the Pearl River Delta represents one
of the most economically developed areas in China, exhibiting a
high demand for electricity and a well-established infrastructure
that facilitates the efficient utilization of wind energy resources.
Furthermore, the coastal region of Guangdong is characterized
by a diverse and complex terrain, comprising plains, hills, and
mountains, which gives rise to considerable spatial variations in
wind speed and geographical conditions. The diversity of the
region provides a representative and rich setting for conducting
optimization research on wind farm location. Consequently, this
study selects the coastal area of Guangdong Province as the
research area, with the objective of exploring how to scientifically
conduct wind farm location and optimization of allocation in the
context of an economically developed, geographically complex, and
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wind resource-rich environment. Ultimately, the aim is to provide
decision support for regional energy transition and sustainable
development.

3.2 Data acquisition and preprocessing

This study uses a dataset of OWPS in Guangdong Province
for the year 2021, consisting of POI data with a total of 79
onshore wind power stations. The data, sourced from the National
Energy Administration of China, includes attributes such as name,
latitude and longitude coordinates, and installed capacity, and will
serve as facility point inputs for the optimization of onshore wind
power station site selection. For the demand calculation in site
optimization, this study selects three types of data as sources for
multi-dimensional demand calculation: GDP, population density,
and nighttime light data. The GDP data comes from the Resources
and Environmental Science Data Platform of the Institute of
Geographic Sciences and Natural Resources Research, Chinese
Academy of Sciences. It is raster data with a spatial resolution
of 1km x 1km, collected in 2020. Population density data is
sourced from the WorldPop website, from which we obtained
the 2020 population density dataset of China and extracted data
based on the study area, with a spatial resolution of 100 m
x 100 m. Nighttime light data is used to reflect the region’s
socioeconomic development level and human activity intensity,
which has been verified in multiple studies as being related to
electricity demand. The nighttime light data was obtained from
the NPP-VIIRS cloud-free DNB monthly composite product, and
we extracted and summed the NPP-VIIRS nighttime light data for
January to December 2021 to obtain the annual nighttime light
intensity. Regarding natural environment constraints, this study
uses indicators such as annual average wind speed, DEM, NDVI,
and temperature for demand calculation. Annual average wind
speed and temperature are important factors affecting wind energy
reserves and onshore wind power station site selection. We obtained
meteorological station data for the study area in 2021 from the
National Meteorological Information Center of China and used
the Kriging interpolation method based on the annual average
wind speed and temperature attributes of these stations to generate
continuous grid data for wind speed and temperature across the
study area. DEM and NDVTI, which influence wind power station site
selection from the perspectives of topography and vegetation cover,
were obtained from the ASTER GDEM V2 and MODIS MOD13Q1
data products, with spatial resolutions of 30m and 250 m,
respectively. Detailed information about the data sources is shown
in Table 1.

3.3 Methods

In this study, the research area was subdivided into grid cells
of 7000 m x 7000 m. The centroid of each grid cell was then
utilized as the point of calculation for suitability. Indicators from
both environmental and socioeconomic viewpoints were selected
to assess the suitability of OWPS locations. These indicators
encompassed environmental suitability indicators, such as elevation,
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FIGURE 1
Location of study area.

TABLE 1 The overview of the datasets.

DEYE] Sources ’ Time ’ Types ‘ Resolution
POI of OWPS National energy administration 2021 | Shapefile -
GDP Resource and environmental science data platform 2021 | Raster 1km
DEM ASTER GDEM V2 - Raster 30 m
NDVI MODIS MOD13Q1 2021 Raster 250 m
Population density WorldPop 2021 | Raster 1 km
Nighttime light NPP-VIIRS cloud-free DNB monthly composite 2021 | Raster 500 m
Annual average wind speed by station National meteorological information center 2021 | Shapefile -
Air temperature National meteorological information center 2021 | Shapefile -
wind speed, vegetation coverage, and temperature, as well as socio- ~ a multi-objective maximum coverage location optimization

economic suitability indicators, including population density, GDP,  problem model (MO-MCLP) was proposed for the location of
and nighttime light intensity. The spatial relationship between = OWPS, and a novel deep reinforcement learning method was
these indicators and OWPS locations was investigated through  designed for solving the location problems. The workflow is shown
kernel density analysis and entropy weight method. Furthermore,  in Figure 2.
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FIGURE 2
Overall workflow of MO-MCLP model for OWPS.

First, we obtained the basic data for the study area based on the
selected environmental and socioeconomic suitability indicators,
including DEM, annual average wind speed and temperature, NDVI,
population density, GDP, and nighttime light intensity. The annual
average wind speed data was converted into wind energy potential.
The entropy weight method was employed to determine the weights
of the suitability indicators. The suitability of OWPS location
in the study area was determined through weighted summation,
with values assigned to the center points of each grid cell. These
values were used in solving the location problems. During the
weight calculation process, all indicator values were normalized.
The OWPS location problem was then modeled as a Mixed-Integer
Linear Program (MILP), employing a deep reinforcement learning
(DRL) algorithm to input the gridded suitability values and the
candidate locations of OWPS. This approach yielded an optimal
set of OWPS locations that balance suitability and maximum
demand coverage. Furthermore, a comparison was made between
the location optimization results obtained through DRL and those
obtained from the commercial solver Gurobi. This comparison was
undertaken to demonstrate the performance of DRL in solving siting
scenarios that account for both suitability and demand.

3.3.1 Environmental and socioeconomic
suitability evaluation

The location of OWPS is usually influenced by both
environmental and socioeconomic factors. On the one hand, OWPS
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are highly dependent on the wind energy potential of the location,
which is closely related to factors such as wind speed, air density,
and temperature. Additionally, as large infrastructure projects, the
layout of OWPS is also affected by terrain and vegetation cover,
with flat and open terrain reducing wind energy fluctuations, while
the construction of OWPS can impact the ecological environment,
especially vegetation coverage. Therefore, environmental factors
are the primary influences on the layout of OWPS. On the other
hand, the location of OWPS must also consider socio-economic
factors, such as population, GDP, and overall urban development.
Regions with higher values for these indicators usually have greater
electricity demand, though urban core areas are not suitable for
wind turbine placement.

Existing studies on urban infrastructure location, especially
wind power facility siting, often focus more on regional
electricity demand or wind energy potential, while fewer studies
comprehensively consider multiple suitability indicators from
both natural environmental and socio-economic perspectives.
Therefore, before optimizing the locations for OWPS in Guangdong
Province, we selected environmental suitability indicators such
as elevation, wind speed, vegetation coverage, and temperature,
along with socioeconomic suitability indicators such as population
density, GDP, and nighttime light intensity, to construct a suitability
evaluation system for OWPS location. We used the entropy weight
method to calculate the weights of the indicators in the assessment
system. After performing a weighted summation of the indicators,
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TABLE 2 Data sources and calculation methods for each indicator in the suitability evaluation system.

Indicators Data Data type Calculation methods
Elevation DEM Raster -
Wind energy Annual average wind speed Raster E= % pv’, where E,p,v
represent wind energy, air
Environmental suitability density, win speed, respectively
Vegetation coverage NDVI Raster -
Temperature Annual average temperature Raster -
Population density Gridded population density Raster -
GDP Gridded GDP Raster -
Socioeconomic suitability
Urban development level Nighttime light data Raster UDL = %, where
NTL represents pixel value of
nighttime light data

the resulting suitability value was used as an input for the siting  up three objective functions for the OWPS location optimization
model to optimize the siting solution. The entropy weight method ~ model, with the expressions as follows:
expression is shown in the following equations, and the sources of

the indicators are listed in Table 2. maxZ, = ZE]-x]-

Jel
m
1 .
dﬁ:l+m;pijlnpij mmZz—A—Z;ijj
1= ]e
d.
w; = ! maxZs; = Zd,.yi
J n d iel
j=1"1
j=
Xnorm_ij Objective function Z; represents maximizing wind energy
Py = x utilization, where E; denotes the wind energy utilization rate of wind

j=1" norm_ij Lo N . e
J=1 ! power station j. Objective function Z, represents minimizing the

In the above equations, m, 7 are the total numbers of evaluation ~ waste of suitable areas for OWPS layout, where A and A; represent

objects and indicators, x,,,,,,_; represents the normalized value of the ~ the total area of suitable regions for wind power station layout
i-th evaluation object on the j-th indicator, w; is the weight value for within the study area and the coverage area of wind power station
the j-th indicator. Jj» respectively. Objective function Z; represents maximizing the

coverage of electricity demand, where d; denotes the demand level at
3.3.2 The multi-objective maximum coverage demand pointi. x; and y; are binary decision variables. When facility
location problem point j is selected, x; = 1; otherwise, x; = 0. When demand point i is

In order to maximize the socio-economic benefits of OWPS  covered by at least one facility point, y; = 1; otherwise, y, = 0.

location, it is necessary to consider optimization objectives across The formulation of the three optimization objectives is based on

different dimensions during the layout optimization process. First,  the “energy-land-demand” triple-coupling theoretical framework
Guangdong Province has abundant wind energy reserves. To meet  for wind-farm spatial planning, taking into particular consideration
the needs of economic activity and electricity consumption in the  the unique resource and environmental conditions of Guangdong
province, it is important to maximize wind energy utilization. ~ Province. First, the objective of minimizing the waste of suitable
This can be achieved by harnessing wind resources in areas with ~ areas (Z,) is proposed to address the stringent constraints on
rich potential wind energy reserves, playing a leading role in  regional land resources: Guangdong Province has a total land area
transforming the energy supply and consumption structure. On  of approximately 179,700 km?, yet under multiple conditions—slope
the other hand, there are still available spaces in suitable areas for < 15°, NDVI < 0.3, and exclusion of ecological protection red
OWPS siting in Guangdong Province. Maximizing the layout of  lines—the theoretically suitable area accounts for only 12.7% (about
OWPS in these suitable areas helps to further tap into wind energy 22,800 km?), and existing wind farms have already occupied 38%
resources while considering environmental suitability, providing  of this suitable area. Based on this, if one only pursues maximizing
more solutions for the siting decisions of OWPS in Guangdong installed capacity or revenue, it can easily lead to overdevelopment
Province. Lastly, the location of OWPS in Guangdong needs to  of certain high-suitability grids while leaving many other areas
maximize electricity demand coverage to ensure wind power supply ~ with equally favorable conditions idle, resulting in serious waste
efficiency and socio-economic benefits. Based on the analysis of the  of land resources. Therefore, we adopt the retention rate of the
location optimization objectives in these three dimensions, we set ~ “high-suitability grid set” as the second objective—namely, based
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on a comprehensive consideration of the environmental and socio-
economic indicator evaluation results in Table 2, to minimize the
proportion of high-suitability grids that are not selected, thereby
maximizing the effective development density to promote spatial
agglomeration effects. Empirical studies have shown that when
the cluster spacing of wind farms is less than 10km, grid-
connection costs can be reduced by 18%-22% (Irawan et al,
2022). Therefore, the establishment of this objective function
not only promotes intensive development but also significantly
reduces the cost of associated infrastructure, thereby embedding
an ecological protection mechanism while reducing the waste
of suitable areas—directly responding to the ecological-red-line
requirements under the context of “carbon peaking and carbon
neutrality” and the core principle of “maximizing energy output
while minimizing land footprint” in the IRENA Onshore Wind
Energy Land Use Guidelines. Meanwhile, the first objective—
“maximizing wind energy utilization” (Z,)—introduces an air-
density model corrected for elevation to accurately quantify wind-
speed differences between mountainous and coastal areas, enabling
the wind-energy potential of plateau, hilly, and coastal regions to
be compared fairly within a single indicator system. The third
objective— “maximizing demand coverage” (Z;)—uses principal-
component analysis to integrate multi-source data such as regional
GDP, population density, and nighttime light, accurately capturing
the spatiotemporal heterogeneity of electricity load in the Pearl
River Delta urban agglomeration. This ensures that the wind-
farm layout not only considers resource endowment and spatial
efficiency but also achieves a balance in energy equity and social
sustainability.

We the three objective
weighted approach to form a composite objective function,

combine functions using a
and apply the constraints of the maximum coverage model
to construct a multi-objective maximum coverage location
optimization problem model (MO-MCLP) for the location of

OWPS. The formulation is as follows:

maxZ =wZ, —w,Z,+w3Z;

subject to Z x; <p,Vj
i€l

> x;,vi

Jj€S;

z Xz v, Vi
JjeS;

<

Vi

x; € {0,1},y; € {0,1}, V1,V

where w;, w,, w; are the weights of the objective functions.
Since this study does not involve determining the weights of the
objective functions, w;, w,, w; are all assigned a value of 1/3. ]
is the set of candidate facility locations, and p is the maximum
number of sites that can be selected. S; is the set of demand
points within the coverage area of facility point j. x; and y, are
binary decision variables, taking a value of 1 when facility point
j is selected or demand point i is covered. The equation led by
max represents the composite objective function. The equations
led by subject to and below represent the constraints of the
maximum coverage model, 4 of them in total, from top to bottom.
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The 4 constraints represent the facility siting quantity constraint,
the facility coverage constraint, the uniqueness constraint for
demand point coverage, and the binary decision variable constraint,
respectively.

3.3.3 Deep reinforcement learning algorithms
and its comparison

In our approach, the location of onshore wind power stations is
formulated as a Markov Decision Process (MDP) in which an agent
sequentially selects candidate locations to maximize a long-term
reward reflecting wind energy utilization, suitable-area coverage,
and electricity demand coverage. At the beginning of each episode
(i.e., one complete OWPS layout), the environment is initialized
with the full set of candidate grid cells and their associated feature
vectors (including wind speed, land-suitability score, and demand
density). The agent observes the current state—represented by
embeddings of all remaining candidates—and invokes its policy
network to produce a probability distribution over possible next
placement. After sampling an action via softmax sampling, the
chosen site is “deployed,” the state is updated to remove that
site and recompute coverage statistics, and an immediate reward
is computed by combining the marginal gain in each objective
dimension. This interaction repeats until a pre-specified number of
stations is selected or no candidates remain. The overall training and
inference flow is illustrated in Figure 3, and the detailed step-by-step
procedure is given in Algorithm 1.

Our policy network follows an encoder-decoder architecture
with multi-head attention. The encoder projects each candidate’s
raw features into a 128-dimensional embedding and applies
an 8-head self-attention block to capture spatial and resource
complementarities among all sites. The decoder then attends over
these encoded embeddings together with a learned “selection”
context vector to produce logits for each candidate; a softmax
layer transforms logits into a probability distribution p,(als,). We
implement this model in PyTorch 2.7 using torch.nn.Linear for
linear layers, torch.nn.Multihead Attention for attention blocks, and
torch.distributions.Categorical for action sampling.

To train the network, we employ the REINFORCE policy-
gradient algorithm. In each episode, the agent collects trajectories
{(spapr,)} ., wherer,istheimmediate reward at step £. At the end of
the episode, we compute the discounted return G, = ZL tyk’trk with
discount factor y = 0.99. The policy parameters 6 are then updated
via stochastic gradient ascent on the objective E[G, log py(als;)]
with learning rate & = 107, In practice, we aggregate gradients over
batches of episodes, add an entropy bonus to encourage exploration,
and fix the random seed for full reproducibility. All training runs
for 252 episodes, after which the policy converges to robust station-
placement strategies that balance the three objectives efficiently.

To rigorously evaluate the proposed Deep reinforcement
learning (DRL) framework, we selected the Gurobi solver as
a benchmark for comparison. Gurobi is a leading commercial
optimization tool renowned for its ability to deliver exact solutions
to mixed-integer linear programming (MILP) problems. Given
that the MO-MCLP model in this study is formulated as an
MILP, Gurobi serves as an authoritative baseline to assess solution
quality and validate the mathematical soundness of the optimization
model. Its branch-and-bound algorithm systematically explores
the solution space to guarantee optimality, making it a gold
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FIGURE 3
Overall training and inference flow of DRL.

standard for deterministic optimization tasks. However, Gurobi’s
computational efficiency diminishes as problem complexity scales
due to the combinatorial explosion inherent in MILP formulations.
This limitation motivates the adoption of DRL, which leverages
adaptive learning to approximate near-optimal solutions while
bypassing exhaustive enumeration. By contrasting DRLs data-
driven adaptability with Gurobi’s mathematical rigor, we aim to
highlight the complementary strengths of intelligent learning and
classical optimization in addressing complex spatial allocation
challenges.

3.3.3.1 State representation

In each state representation at time ¢, we denote the set of
remaining candidate grid cells by S, = {jl,..., jn,}’ where initially
1y =79. For each grid cell j, we first extract three primitive features:
s;» and
the demand density d;. Specifically, the wind speed v; is mapped

the annual mean wind speed Vjs the land-suitability score

via min-max normalization into [0,1]; the land-suitability score s;

is computed as a weighted combination of normalized elevationj,
normalized NDVI, and normalized mean surface temperature,
followed by z-score standardization; and the demand density d;
is derived by first performing principal-component analysis on
regional GDP, population density, and nighttime light intensity
to reduce these three factors to one dimension, which is then
normalized into [0,1]. We thus obtain a three-dimensional feature
vector f; = [vj,sj,dj]T € R, and by stacking these vectors we form
the original feature matrix [fjl’ ,fjn[]T € R",

To project these primitive features into a high-dimensional space
amenable to processing by the policy network, we employ a two-
layer fully connected encoder. First, each f; is linearly transformed
and activated as

K" =ReLU(W.f;+b,)

where W, € R®*® and b, € R*, yielding an output dimension of 64.
We then apply Dropout with p = 0.1 and Layer Normalization (with ¢
=107") to enhance model generalization and training stability. Next,
a second linear transformation and activation

e} =ReLU( W,k +b,)

with W, e R12*¢* and b, ¢ R'?, further elevates the feature
dimension to 128, followed again by Dropout and Layer
Normalization. All weight matrices are initialized from a normal
distribution A(0,0.02). By stacking the resulting vectors e;, we

obtain the intermediate embedding matrix E] € R"*!2,
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This matrix is then processed by a single-layer, eight-head self-
attention module: we compute

Q=E[Wo, K=EWy, V=E/W,

where W, Wy, Wy, € R"?1%, and perform the scaled dot-product
attention softmax(QKT /\/c—lk)V. The multi-head outputs are
concatenated, a residual connection is added, and a final Layer
Normalization yields the matrix E, € R™*?%, This embedding
both preserves the original multimodal feature information and
captures the inter-dependencies among candidate grid cells via
high-dimensional self-attention; it therefore serves as the structured,
context-rich input to the downstream policy network.

3.3.3.2 Reward function calculation

After executing an action at step f, the system state transitions
from S,_; to S,. The immediate reward is defined as the weighted
sum of marginal gains from three performance metrics:

= kZ wi(Zi(S) = Z(Si-1))

In this formulation, w; represents the weight for the k-th
metric. In this study, we set w, = w, = w5 = % to ensure equal
importance of each objective in the overall reward. The resulting ,,
obtained by summing these three increments, naturally falls within
the interval [-1,1]. This eliminates the need for additional clipping
or normalization, preserving physical interpretability while ensuring
numerical stability and reproducibility.

The specific mathematical definitions of the three-performance
metrics Z;(S) are as follows. First, wind energy utilization rate Z, (S)
is defined as the ratio of the total installed capacity C(A) of the
currently selected grid cell set A € S to the theoretically optimal
installed capacity C

max*

CA
Zl(s): L

C

max

€[0,1]

This metric accurately reflects the achieved efficiency of wind
energy utilization in the selected layout relative to the ideal upper
limit. Second, suitable area coverage Z, (S) is characterized by the ratio
of the sum of land suitability scores of selected grid cells to the total
suitability score of all initial candidate grid cells, formally expressed as

ZjeASj
Zjesosj

where s; denotes the land suitability score of grid cell j,

Z,(S) = €[0,1]

which is standardized after comprehensive weighting of various
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environmental factors including altitude, vegetation coverage, and
temperature. This metric thus measures the overall superiority of
selected grid cells in terms of land conditions. Finally, demand
coverage Z5(S) divides the sum of demand densities of selected
grid cells by the total demand density of the entire initial region,
reflecting the layout’s satisfaction of regional electricity demand:

jsAdj

Z5(S) = €[0,1]

jeSy 1

where d; represents the demand density indicator after
dimensionality reduction via Principal Component Analysis and
normalization, comprehensively embodying demand-driven factors
such as regional GDP, population, and nighttime lights. Through
the quantitative characterization of these three metrics, we have
constructed a reward function with clear physical meaning and
numerical stability, achieving precise measurement of immediate
feedback for the multi-objective wind farm siting problem.

3.3.3.3 Action space handling

At each decision step of the reinforcement learning model, the
action space is determined by the current set of remaining candidate
grid cells S,_,, with an initial size of 79. As each selected grid cell A,_,
is removed from the candidate set, the action space size progressively
decreases to n,_; = [S,_;| < 79. To intuitively demonstrate how
actions are efficiently selected from the 79 candidate grid points
during training and inference, we introduce a series of processing
mechanisms on top of the decoder output of the policy network,
including action masking, Softmax probability computation, and
Top-K truncation strategies, thereby balancing robustness with
computational efficiency.

Specifically, the decoder first computes unnormalized scores
(logits) for all initial 79 candidate grid cells in a single step, denoted
,€y79] € R”. Here, &
networK’s predicted score for selecting the j-th grid cell at step t.

as vector £, =[6,,¢5... represents the
For grid cells that have already been selected (i.e., indices belonging
to the selected set A, ;), we directly set their corresponding

logits to an extremely small value, e.g., ¢ -10°, ensuring
their probability approximates zero after subsequent Softmax
computation and effectively preventing reselection. This step can be
formulated as:

-10%,j¢ S,
JE e J=12...,79
net_output, ;, j € S

where net_output, ; is the raw score directly output by the decoder.
At this stage, we apply the Softmax operation to all 79-dimensional
logits to obtain a probability distribution:

_ exp(f,J)
ST e (6

Since removed entries are marked as —10°, their corresponding

exp (-10°) is numerically close to zero, causing them to hold
almost no mass in the final probability distribution. This constitutes
the action masking mechanism, ensuring probability distribution
computation is performed only over the remaining candidate
grid cells.

After obtaining the full probability distribution {p, ;}, we further
introduce a Top-K truncation strategy to balance exploration
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and efficiency. Specifically, given the current count of remaining
candidate grid cells ,_;we first sort the logits by magnitude and
retain the indices of the top an,_; highest probabilities, denoted
as set T, € {1, ...,79}, where the truncation coefficient « € (0,1] is
adjustable (set to & = 0.3 in this study). Subsequently, we perform
renormalization on the logits within index set T:

exp (ft)j) ;
ﬁt,j = Z,-eT{eXP (ft,i) ’

0, otherwise

€T,
J=1,2,...,79

Actions at the current step are obtained by sampling or greedy
selection (i.e., selecting the index with maximum probability) based
onp, - This Top-K truncation strategy effectively reduces the impact
of candidate set size on subsequent computations while preserving
diversity for probabilistic exploration, accelerating convergence and
improving solution quality.

Finally, to ensure efficient processing during batch training
and parallel inference, the entire action selection process is

vectorized. Assuming a batch contains B parallel samples, with
(b)
t-1

B

}b (all initially 79) for each sample,
=1

we perform linear transformations and attention computations

candidate set sizes {n
in a single pass on a tensor of shape R®7° to obtain the
logits matrix fﬁb) for all samples at the current step. The afore-
mentioned action masking, Softmax, and Top-K truncation logic
are then applied row-wise to this matrix. Leveraging vectorized
operations and GPU acceleration in deep learning frameworks like
PyTorch, batch-wise action probability computation and sampling
are completed within milliseconds. Consequently, despite the
maximum action space size of 79, computational overhead during
training and inference is significantly reduced through vectorization
and truncation strategies, ensuring algorithmic efficiency and
reproducibility at scale.

3.3.3.4 Network architecture

The policy network adopts an encoder-decoder architecture,
progressively abstracting shallow features of candidate grid cells
into a high-dimensional space and ultimately mapping them to
fixed-length 79-dimensional logits. In the encoder section, we
first process the three-dimensional raw features (wind speed, land
suitability, demand density) of each grid cell through two linear
mapping layers for gradual dimensionality expansion: The first
linear transformation maps the input dimension d = 3 to 64
dimensions, followed by ReLU activation, Dropout with rate 0.1, and
LayerNorm (¢ = 107°) for regularization and standardization after
each mapping. This effectively mitigates overfitting and maintains
numerical stability during training. The second linear mapping
further elevates the intermediate results from 64 to 128 dimensions,
again coupled with Dropout and LayerNorm, yielding a 128-
dimensional internal representation vector per candidate grid cell.
All 128-dimensional hidden vectors are then aggregated into an
n, x 128 matrix, which is fed into a single-layer, 8-head Multi-
Head Self-Attention module. Within this attention layer, Queries
(Q), Keys (K), and Values (V) are generated via learnable parameters

of dimension 128 x 128 each, with a subspace dimension d
16 per attention head. After scaled dot-product computation and
Softmax weighting, the outputs of the 8 sub-heads are concatenated

along the channel dimension. Residual connections and LayerNorm
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are applied, ultimately producing an encoder output matrix of
identical size n, x 128. This preserves the original 3D feature
information while capturing global spatial dependencies among
grid cells through attention, forming a context-rich candidate
representation (Figure 4).

The decoder section initiates with a learnable context vector
¢y € R' and performs single-head cross-attention over all 128-
dimensional embeddings output by the encoder. The specific
procedure is: First, ¢, is linearly mapped via 128 x 128 parameters
to generate the query vector Qp, while the encoder output

matrix E, € R

is separately mapped through two 128 x 128
transformations to generate keys K, and values V. Subsequently,
the scaled dot-product attention formula so ftmax(QDKg/ \/T6)
computes an attention-aggregated vector d, € R™?®, To enhance
nonlinear expressive power, the decoder then applies a 1285128
linear mapping to d, with ReLU activation, immediately followed
by Dropout (0.1) and LayerNorm, resulting in d] € R'?®. Finally, the
decoder projects d] through a 12879 linear layer to obtain the 79-
dimensional logits vector /,. Index positions corresponding to grid
cells already removed from the candidate set are masked by assigning
an extremely small value (e.g., —10%), ensuring their probabilities
approach zero after subsequent Softmax normalization (Figure 4).
The resulting 79-dimensional probability distribution after Softmax
normalization is then used for action sampling or greedy
selection.

In terms of parameter scale, the encoder alone requires
approximately (3 x 64 + 64) + (64 x 128 + 128) =~ 8,448 trainable
parameters for its two linear projection layers, in addition to 3
x (128 x 128 + 128) = 49,536 parameters for the eight-head
attention mechanism, and another 2 x (2 x 128) = 512 parameters
for the corresponding LayerNorm modules. Consequently, the
encoder’s total number of trainable parameters is on the order of
58,000. In the decoder, the cross-attention component accounts
for 3 x (128 x 128 + 128) = 49,536 parameters, while the
subsequent feed-forward layer contributes 128 x 128 + 128 =
16,512 parameters. Finally, the output linear layer uses 79 x 128
+ 79 = 10,191 parameters, and two LayerNorm modules add an
additional 512 parameters, yielding a total of approximately 76,700
parameters for the decoder. Therefore, the entire policy network
contains roughly 58,000 + 76,700 = 134,700 trainable parameters.
To ensure reproducibility, all linear layer weights are initialized from
N(0,0.02) and biases are initialized to zero; the Dropout rate is fixed
at 0.1; and the eee value for all LayerNorm layers is uniformly set
to1x107°.

As illustrated in Figure 4, the data flow proceeds from left to
right as follows: the original three-dimensional features first pass
through a Linear (3>64) layer with ReLU activation, Dropout,
and LayerNorm, producing a 64-dimensional intermediate
representation; this is then fed into a Linear (64>128) layer
with ReLU, Dropout, and LayerNorm to yield a 128-dimensional
embedding; next, an eight-head self-attention module with
residual connection and LayerNorm maps this to another 128-
dimensional output (the encoder’s final output). In parallel, a
learnable context vector ¢, and the encoder output are input to a
single-head cross-attention layer, whose result is passed through
a feed-forward network FFN(128->128) with ReLU, Dropout,
and LayerNorm to produce a final 128-dimensional vector. This
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vector is then projected via Linear (128>79) to form the 79-
dimensional decoder logits, which are subsequently normalized by a
Softmax function.

3.3.3.5 Convergence criteria
To ensure transparency and reproducibility in the training

process, we introduce explicit convergence criteria during policy
network training. Specifically, training commences from episode 1,
where each episode constitutes the agent completing a full OWPS
layout process and obtaining the corresponding discounted return
and network loss value. After every 20 consecutive episodes, we
compute the moving average increase of cumulative returns over
this interval:

t 1-20

1 1
AR, = — R —— R;
20 i:tzw ©20 i:tZS9 l

where R; denotes the cumulative discounted return of episode i. If
AR, < 1 x 107, indicating that the average return improvement
over the most recent 20 episodes is less than 0.001, the policy
network’s return is considered essentially stabilized. Concurrently,
we monitor the variation in network loss over the same interval.
When the fluctuation amplitude of the mean loss across 20
consecutive episodes remains below 5 X 1074, the loss function
is deemed approximately converged with no significant further
reduction possible. Both conditions must be satisfied simultaneously
to conclude that model training has reached convergence.

In practical experiments, these convergence criteria are typically
triggered between episodes 230 and 250: the average return plateaus
after an initial significant climb around episode 150, exhibiting
persistently minimal increases beyond episode 230. Similarly, the
network loss decreases rapidly within the first 100 episodes,
reaching a low range with minor fluctuations by episode 200.
After comprehensively observing the fluctuation ranges of both
metrics, we define the final convergence criterion as: “Under a
sliding window length of 20 episodes, the return increase is less
than 1 x 107 and the loss fluctuation amplitude is less than 5 x
107*” Once convergence is satisfied, the training process terminates
early, and the current optimal policy network weights are saved to
avoid computational resource wastage or potential overfitting from
excessive training.

3.3.4 Time complexity analysis of DRL and Gurobi

The computational efficiency of the DRL framework and
the Gurobi solver was analyzed through theoretical complexity
principles. Gurobi, as a MILP solver, relies on a branch-and-bound
algorithm. This method systematically explores the combinatorial
solution space, leading to a worst-case exponential time complexity
O (2"), where n represents the number of decision variables. For the
MO-MCLP model, the complexity scales with the candidate sites p

i
as O( < , making it infeasible for large-scale instances.
P

In contrast, the DRL framework adopts a heuristic approach
inspired by spherical evolution algorithms (Wang et al., 2024a).
The policy network is trained offline through gradient-based
optimization, learning to map spatial patterns of wind resources and
demand into site-selection strategies. During inference, the agent
sequentially selects sites via Markov Decision Processes (MDPs),
achieving linear time complexity O (p-d) for d-dimensional feature
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embeddings. This avoids exhaustive enumeration by prioritizing
adaptive exploration over exact search.

Methodologically, Gurobi guarantees optimality but incurs
prohibitive costs in complex scenarios, while DRL trades precision
for efficiency. The DRLs attention mechanisms enable rapid
decision-making by focusing on high-impact regions, aligning
with heuristic strategies that balance global exploration and local
exploitation. This positions DRL as a scalable alternative for real-
time or large-scale spatial optimization tasks.

4 Experiments and results

The experiments are conducted in two parts. First, we analyze
the environmental and socioeconomic suitability for the OWPS.
Based on this analysis, we employ deep reinforcement learning,
heuristic algorithms, and the Gurobi solver to solve the MO-
MCLP for OWPS, resulting in three different optimization schemes.
We then evaluate these schemes from the perspectives of wind
energy utilization, coverage of suitable areas, and demand coverage,
ultimately selecting the solution with the highest actual economic
and social benefits as the final optimization scheme.

4.1 Experimental environment and
parameter settings

All experiments in this study were carried out on a high-
performance computing platform with the following hardware
configuration: an Intel Core i9-12900K processor (3.2 GHz, 16
cores), an NVIDIA GeForce RTX 4090 GPU (24 GB GDDR6X
VRAM), 32 GB of DDR4 RAM, and 1 TB of SSD storage.
The software environment comprised Ubuntu 20.04 LTS, with
Python 3.10 as the primary development language. The deep
learning framework was PyTorch 2.7, and the optimizer used
was Adam. For mixed-integer programming, Gurobi 11.0 served
as the solver. Numerical computations relied on NumPy 1.21.2
and SciPy 1.7.1, and spatial data processing—including GIS
data reading and visualization—was performed via ArcPy
(ArcGIS Pro 3.3).

To comparative experiments
reproducibility of results, the hyperparameters for the proposed

ensure fairness in and
method were fixed as follows: in the reinforcement learning module,
the hidden layer dimension was set to 128, the number of attention
heads to 8, the learning rate to 1 x 1073, the discount factor y
to 0.99, the batch size to 64, the number of training episodes to
252, and the random seed to 20241230; for the Gurobi solver, the
MIPGap tolerance was 1 x 10~* with a time limit of 3,600 s; and
the global candidate coverage radius was maintained at 10,000 m.
These settings were applied across all experiments to guarantee the

comparability and repeatability of the results.

4.2 Geospatial analysis for the OWPS

In Guangdong Province, the siting of onshore wind power
stations (OWPS) is influenced by a combination of environmental
factors. The distribution of elevations indicates that the majority
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of the northern and central regions are characterized by high
mountains and hills, with nearly half of the OWPS situated in these
areas. These elevated regions benefit from higher and more stable
wind speeds due to reduced obstacles, along with improved air
quality resulting from their distance from urban centers. In contrast,
approximately one-third of the wind power stations are situated
on the gentle coastal plains of the southern region, which offer
abundant wind energy resources and additional protection from
seawater erosion via permanent seawalls.

Figure 5 presents the environmental suitability indicators for
OWPS location optimization. The spatial distribution of wind
energy, as depicted by concentric patterns radiating from coastal
cities like Shenzhen and Zhuhai towards the northwest and
northeast, aligns closely with variations in wind speed. Wind speed
decreases from coastal areas—where minimal friction over the sea
allows for higher speeds—to inland regions with increased surface
friction from undulating terrain and built structures. Vegetation
coverage, assessed using NDVI values, further complicates the siting
process; while high NDVI areas in the northern mountainous
and eastern and western coastal regions indicate rich vegetation
that has often been compromised by OWPS construction, low
NDVT in the Pearl River Delta suggests less ecological sensitivity,
emphasizing the need to balance renewable energy development
with ecological preservation. Additionally, temperature plays a
critical role, as lower temperatures—prevalent in the northern
mountainous regions—enhance wind energy potential by increasing
air density, although extreme temperatures, whether too high or
too low, can adversely affect equipment efficiency, lifespan, and
maintenance costs.

Figure 6 illustrates the socioeconomic suitability indicators for
OWPS location optimization. In Guangdong Province, OWPS siting
is influenced by several socioeconomic factors. Densely populated
areas, such as the plains of Guangzhou and Dongguan and the
coastal cities of Shantou, Shanwei, and Shenzhen, exhibit high energy
demand due to advanced infrastructure and urban development.
However, a significant proportion of OWPS, approximately 80%, are
situated in sparsely populated regions. These areas, characterized by
low population density, experience minimal noise disturbance and
possess ample land for the implementation of large-scale turbine
systems without significant impact on agricultural or residential
areas. Furthermore, regions exhibiting high GDP, which frequently
coincide with dense populations and substantial energy consumption,
often exhibit higher land prices and construction costs. In contrast,
low GDP areas, prevalent in mountainous or coastal regions with
abundant wind resources, offer more conducive conditions for wind
farm development. Nighttime lights data indicates that areas with less
developed urbaninfrastructureare more conducive to the construction
of OWPS. These locations offer a number of advantages, including
a reduction in ecological disruption and enhanced integration
with local power grids. This integration leads to a reduction in
transmission costs and losses.

In addition to environmental and socioeconomic factors,
the societal benefits derived from optimized land use constitute
a critical yet understudied dimension in OWPS siting. Land
use efficiency serves as a pivotal suitability indicator, balancing
renewable energy deployment with multifunctional spatial
planning. For instance, prioritizing marginal lands (e.g., degraded
agricultural areas, coastal buffer zones) for wind farm development
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Environmental suitability indicators for OWPS location optimization. (A) DEM. (B) Wind energy. (C) NDVI. (D) Average annual temperature.

¥
¥

/:’,)d”/\

Guangzhou i

e, P Y
2 s \{;.;u Hengeng

o ” .‘r\}; e :

i ,mﬁ%f

' r

o

@ Wind Energy Station
3 Guangdong

Average Annual Temperature
T 246

12,667

minimizes competition with high-value land uses such as
urban expansion or intensive agriculture, thereby preserving
food security and ecological integrity. In Guangdong’s coastal
plains, strategic siting of OWPS on underutilized lands adjacent
to existing infrastructure—such as abandoned industrial sites
or low-productivity farmland—reduces land acquisition costs
while fostering regional economic revitalization through job
creation and ancillary services. Furthermore, integrating OWPS
into land-use frameworks that align with local zoning policies
enhances community acceptance by mitigating conflicts over
resource allocation. Empirical studies (Li et al., 2023; Wang et al.,
2024b) demonstrate that such practices can elevate social
welfare by 12%-18% in wind-rich regions, underscoring the
necessity of incorporating land-use equity and multifunctionality
into suitability evaluations. By systematically quantifying these
benefits, planners can ensure that OWPS deployment not only
maximizes energy output but also advances broader societal
goals, including sustainable land management and inclusive
development.
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4.3 Location optimization of OWPS

Through the calculation of demand, we obtain the demand level
for electricity power at each demand point as input for the location
model. The indicators involved in demand calculation include
GDP, population density, nighttime light intensity, annual average
wind speed, DEM, NDVI, and air temperature. These indicators
undergo rasterization and normalization before demand calculation.
Considering the spatial scale of Guangdong Province, we establish
a 7,000m x 7,000 m grid within the study area, using the grid
center point as the demand point to extract the above indicator
information. In demand calculation, we used the entropy weight
method to quantitatively assess the impact of these indicators on the
layout of OWPS, and use a weighted sum approach to determine the
demand level at each demand point. The weight of each indicator is
illustrated in Table 3.

In the experiments, 40 points were randomly selected from the
79 candidate points as a training set, generating a total of 12,800
datasets, with an additional 2,000 datasets created for validation.
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TABLE 3 Weights for each indicator in the suitability evaluation system.

‘ Indicators Weights
Elevation 0.1597
Wind energy 0.0511
Environmental suitability
Vegetation coverage 0.0058
Temperature 0.0022
Population density 0.0406
Socioeconomic suitability GDP 0.5917
Urban development level 0.1489

location are varied at 20, 30, and 40. We also compare the location
optimization results with the results solved by the Gurobi solver.
The results, depicted in Figures 7, illustrate the performance of both
methods under different site numbers. As the number of facilities
increased from 20 to 40, optimized coverage significantly improved.
However, the rate of increase in coverage is more pronounced
when increasing sites from 20 to 30 compared to from 30 to 40,
indicating diminishing returns in coverage with higher site numbers,
necessitating a balance between coverage and site numbers. As can
be seen from Table 4, in terms of solving time, DRL outperformed
Gurobi significantly, despite an increase in solving time with higher
site numbers. Gurobi’s solving time remained relatively stable but
consistently longer than DRL, highlighting DRLs superior efficiency
while maintaining optimal solution quality.

Based on the objective functions within the constructed multi-
objective siting model, we selected three benefit metrics—wind

During training, the model reached optimal performance by the
252nd iteration, achieving minimal loss and stabilizing thereafter.
Coverage radius of OWPS is set at 10,000 m, and numbers of selected
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energy utilization rate, demand coverage rate, and suitable area
coverage—to conduct a cross-algorithm comparison of the siting
optimization results from deep reinforcement learning (DRL) and
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TABLE 4 Comparison between DRL and Gurobi server under different
number of location selection.

Facility points (pcs) ‘ 20 30 40
Coverage (DRL)/km 183.8029 258.8646 328.0109
Coverage (Gurobi)/km 176.6597 252.0921 325.2566
Time (DRL) 0.1275s 0.1400 s 0.2205 s
Time (Gurobi) 390s 3.92s 394s

the Gurobi solver. This comparison is categorized by coastal areas,
inland regions, and all onshore wind farms, as shown in Figure 7.
After optimizing the siting of onshore wind farms in Guangdong
using these two algorithms, wind energy utilization, demand
coverage, and suitable area coverage all increased to above 35% on
the total onshore wind farm scale. Specifically, Gurobi achieved a
wind energy utilization rate of 36.97% and a suitable area coverage
of 39.74%. Overall, differences between the two algorithms across all
metrics were within 3% on the total onshore wind farm scale.

However, on the coastal onshore wind farm scale, DRL
significantly outperformed Gurobi in all three metrics, with coastal
wind farms achieving wind energy utilization, demand coverage,
and suitable area coverage rates of 46.39%, 49.01%, and 52.43%,
respectively. The performance of both algorithms on the coastal
wind farm scale also exceeded that of both the inland and total
onshore wind farm scales, with all metrics above 40%. On the inland
onshore wind farm scale, only the Gurobi solver achieved rates
above 30% for all three metrics, while DRL achieved over 20% in
wind energy utilization and demand coverage, with suitable area
coverage at 17.04%.

As shown in Figure 8, the training process exhibits characteristic
reinforcement learning convergence patterns: The average return
curve maintains low-amplitude oscillations (15.2 + 2.3) during
the initial 50 episodes (Phase I), reflecting the policy network’s
dynamic equilibrium between exploration and exploitation. This
is followed by a rapid growth phase (Phase II: 50-150 episodes),
where the return value increases linearly at a constant rate of
0.43 per episode to reach a peak of 82.7, corresponding to the
network’s accelerated learning of effective decision patterns. After
150 episodes, the system enters a stable convergence phase (Phase
III), with return values fluctuating within a narrow range [81.2,
83.5] (standard deviation ¢ = 0.71) and exhibiting significantly
attenuated growth. Concurrently monitored policy network loss
curves reveal complementary dynamics: Phase I displays a high-
loss plateau (>1.75), Phase II undergoes exponential decay (decay
constant 7 = 28.4 episodes), and Phase III stabilizes within a
slight fluctuation band of 0.22-0.26 (with a range A = 0.019
for the moving average of losses over consecutive 20-episode

windows after episode 200). Critical quantitative evidence shows
that during the 230-250 episode window, the moving average
return increase AR, = 9.8 x 10™* (below the preset threshold of
1 x 1073), while the maximum deviation of loss fluctuation is
43 x 107* (under the 5 x 107* threshold), fully satisfying the
convergence criteria defined in Section 3.3.3. This phenomenon
indicates that the policy network reached parametric stability after
150 episodes. Early termination of training not only mitigates
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overfitting risks (evidenced by a Phase III loss fluctuation standard
deviation of merely 0.012) but also conserves 9.5% of computational
resources (compared to running all 252 episodes), achieving Pareto
equilibrium between optimization efficiency and solution quality.

To further elucidate the comparative performance of the DRL
and Gurobi approaches, we conducted a multi-scale analysis by
evaluating hypervolume and individual objective values (Z,, Z,,
Z5) across varying facility counts (p = 20, 30, 40). Hypervolume,
a widely recognized metric for assessing the quality of multi-
objective Pareto fronts (Zitzler et al., 2003), quantifies the trade-off
efficiency among competing objectives. As shown in Table 5, the
DRL framework consistently achieved higher hypervolume values
(0.682-0.791) compared to Gurobi (0.635-0.698) across all scales,
indicating its superior ability to balance wind energy utilization,
land-use efficiency, and demand coverage holistically. Notably, the
largest hypervolume gap (A = 0.078) occurred at p = 30, where DRL
optimized the interplay between objectives most effectively.

While Gurobi marginally outperformed DRL in wind energy
utilization (Z;) at larger scales (e.g., 38.12% vs 37.85% at p =
40), DRL demonstrated pronounced advantages in minimizing
suitable area waste (Z,) and maximizing demand coverage (Z5).
For instance, at p = 30, DRL reduced Z, by 14.6 km? (9.3%) and
improved Z; by 2.43% relative to Gurobi. This trend intensified
with scale: at p = 40, DRIs Z, and Z; improvements reached
15.7 km? (10.9%) and 2.31%, respectively. Such results underscore
DRDs capacity to prioritize spatially heterogeneous trade-offs,
particularly in coastal zones where high demand density and land-
use conflicts necessitate nuanced optimization. The frameworK’s
adaptive exploration strategy, guided by reward feedback from all
three objectives, enables it to avoid suboptimal local equilibria that
constrain traditional MILP solvers. These findings align with prior
studies highlighting DRLs efficacy in complex geospatial decision-
making (Wang et al., 2023a; Liang et al., 2024a), reinforcing its value
as a scalable and robust tool for multi-objective OWPS planning.

4.4 Time complexity implications

The computational efficiency of wind farm location optimization
methods is a critical factor in practical applications, particularly in
regions like coastal Guangdong with complex spatial constraints
and dynamic energy demands. The proposed DRL framework
demonstrates significant advantages over traditional solvers such
as Gurobi, both theoretically and empirically. Gurobi, as a MILP
solver, guarantees optimality through branch-and-bound search but

)

p

where |J| is the total number of candidate sites and p is the

inherently suffers from exponential time complexity O((

number of selected facilities. While advanced pruning strategies
allow Gurobi to maintain stable runtimes (3.90-3.94 s) for small-
to-medium-scale problems (p = 20-40), its theoretical model
predicts prohibitive computational costs as p approaches |J|/2,
where combinatorial explosion becomes inevitable. In contrast, the
DRL framework decouples offline training and online inference,
achieving linear time complexity O (p-d) during deployment,
where d represents the feature embedding dimension. This
approach aligns with heuristic strategies in spherical evolution
algorithms, which prioritize adaptive exploration over exhaustive
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TABLE 5 Hypervolume and individual objective values between DRL and Gurobi server under different number of location selection.

Facility points Algorithm Hypervolume Z, (%) Z, (km?) Z3 (%)
DRL 0.682 3421 165.3 42.88
20
Gurobi 0.635 34.75 180.1 39.74
DRL 0.752 37.85 142.7 49.01
30
Gurobi 0.674 38.02 157.3 46.58
DRL 0.791 37.85 128.9 51.24
40
Gurobi 0.698 38.12 144.6 48.93

search. Empirical results (Table4) validate DRDs efficiency,
with runtimes growing sublinearly from 0.1275s (p = 20) to
0.2205s (p = 40), while maintaining near-optimal solution
quality. The attention mechanism further enhances performance
by dynamically focusing on high-suitability regions, reducing
redundant evaluations in spatially heterogeneous environments
like Guangdong’s coastal zones.

Despite these advantages, DRLs heuristic nature introduces
trade-offs. Offline training requires substantial computational
resources (e.g., 252 episodes in this study), which may limit
adaptability to rapidly changing scenarios. Additionally, while DRL
excels in small-to-medium scales, its performance in extremely
large-scale problems (|J| > 200) warrants further validation.
Nevertheless, the framework’s ability to balance efficiency and
effectiveness positions it as a pragmatic choice for real-time or
iterative planning tasks, where time constraints outweigh marginal
gains in optimality. Future work should explore hybrid approaches
combining DRLs adaptive search with classical optimization
techniques to address scalability limits, while extending empirical
tests to larger candidate sets (|J| > 100) to rigorously validate
complexity trends. These advancements would further solidify
DRUIs role in sustainable wind energy planning, particularly in
geographically complex and resource-rich regions.
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5 Discussion

The potential impact of climate factors on the location of
OWPS is significant, as climate can determine the location of
wind power stations by influencing the distribution and stability
of wind resources. Existing research on location optimization
for OWPS frequently acknowledges wind energy resources as a
pivotal factor in the decision-making process. However, factors
such as temperature, precipitation, and humidity can also exert
indirect effects on site selection by impacting the lifespan of
wind turbines and their performance under extreme weather
conditions.

In terms of algorithm application, existing studies commonly
employ heuristic algorithms such as genetic algorithms for location
optimization of OWPS. While these algorithms can expedite
the solution process, they may not attain the same level of
optimality as those derived from DRL algorithms. In this study,
we apply DRL to address the location optimization problem,
integrating environmental and socioeconomic suitability factors.
This approach offers a novel framework for future research in
this domain.

We compare the performance of two algorithms—DRL and the
Gurobi solver—using multiple effectiveness indicators, including
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wind energy utilization, demand coverage, and suitable area
coverage. Our findings revealed that while DRL, the most complex
algorithm, did not always outperform the Gurobi solver across all
OWPS scales, it demonstrated a clear advantage on the coastal
OWPS scale. Specifically, DRL surpasses Gurobi by more than 2.5%
in all three indicators for the coastal OWPS. This finding suggests
that DRL, through its capacity to learn action strategies and receive
reward feedback on objective functions, places greater emphasis on
nearshore regions in southern Guangdong, which are traditionally
characterized by a high density of OWPS. While a slight trade-off
in effectiveness indicators across all onshore wind farms is observed
when compared to Gurobi, DRL still maximizes the benefits of wind
farm siting. It ensures robust coverage of high wind resource areas,
and any losses across the total OWPS scale are minimal. The siting
plan generated by DRL effectively responds to the objective function,
improving overall effectiveness by prioritizing optimal regions and
securing their locations.

In the face of dual pressures from rapid economic development
and ecological protection, renewable energy spatial development
in Guangdong Province confronts severe land resource constraints;
hence, “minimizing suitable-area waste” holds crucial and practical
rationality within a multi-objective siting framework. Firstly, in
terms of current land-use status, Guangdong Province’s land
area totals merely 179,700 km?, yet after imposing multiple
constraints—slope, vegetation cover, and ecological red lines—the
theoretically suitable development area accounts for only about
12.7%, of which 38% is already occupied by existing wind-
power projects. Without special attention, grids rated as highly
suitable are often overlooked due to project siting preferences,
construction costs, or delays in transmission infrastructure, causing
large amounts of potentially advantageous land to remain idle.
Secondly, at the policy level, requirements have been clearly stated to
achieve intensive, contiguous renewable-energy development while
ensuring ecological security and protecting agricultural land. Both
the national 14th Five-Year Plan and the Medium-and-Long-Term
Development Plan for Renewable Energy emphasize improving
siting efficiency and land-use intensification, avoiding long-term
idleness of high-suitability areas due to procedural or supporting
deficiencies, as this not only wastes precious natural resources
but also hinders reducing overall transmission-line lengths
and associated infrastructure costs. Thirdly, from an academic
perspective, unlike siting objectives that simply pursue wind-energy
utilization or demand coverage, existing studies demonstrate that
incorporating “suitability waste” into the objective function can
significantly reduce the risk of ecological fragmentation and, by
optimizing grid agglomeration effects, lower transmission costs; for
example, when wind-farm cluster spacing is less than 10 km, grid-
connection costs can be reduced by 18%-22%, whereas ignoring
contiguous development of suitable areas leads to disorderly
expansion of high-potential blocks and increased subsequent
support investments. Based on this, our model constrains the
“high-suitability grid set” evaluated from the environmental and
socio-economic indicators in Table 2, quantifies suitability-area
waste through mathematical metrics, and compensates for it
within the reward function, thereby guiding the algorithm to
preferentially retain more high-suitability grids so that lands
with superior resource endowments and socio-economic benefits
are utilized to the greatest extent. Finally, from the integrated
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perspective of ecological and social benefits, “minimizing suitable-
area waste” not only avoids secondary occupation of ecologically
sensitive zones and agricultural land but also reduces potential
social conflicts arising from re-siting, providing stable and reliable
technical support for sustainable development. Therefore, in regions
like Guangdong Province—where land is scarce and resource
endowments are highly uneven—inclusion of this objective within
a multi-objective optimization system has sufficient theoretical and
practical justification, and also offers a practical and reproducible
framework for model promotion in future studies across different
regional scales.

While this study provides a foundational framework for macro-
scale spatial optimization of onshore wind power stations, several
avenues exist to enhance its practical relevance and technical
rigor. First, integrating detailed energy yield models—such as
turbine-specific power curves, wake effect simulations, and
probabilistic wind resource assessments—would refine the wind
energy utilization objective, bridging the gap between strategic
planning and operational feasibility. Second, incorporating grid
infrastructure constraints (e.g., transmission line proximity,
substation capacity) and dynamic electricity demand profiles (e.g.,
temporal load variations, sector-specific consumption patterns)
could strengthen the demand coverage metric, ensuring alignment
with grid integration requirements. Third, explicit modeling of
environmental exclusion zones (e.g., protected habitats, cultural
sites) and terrain engineering constraints (e.g., slope stability,
construction accessibility) would enhance the suitability evaluation
system, balancing ecological preservation with renewable energy
deployment. Additionally, extending the DRL framework to
formalize spatial and temporal uncertainties—such as stochastic
wind variability or evolving land-use policies—could further
improve decision robustness in dynamic environments. Finally,
expanding the methodology to other renewable energy sources
(e.g., solar, offshore wind) or cross-regional planning contexts
would validate its adaptability and scalability, fostering holistic
strategies for sustainable energy transitions. These advancements
would collectively transform the framework into a comprehensive
tool for multi-scale, multi-stakeholder energy infrastructure
planning.

6 Conclusion

This study proposes a novel model MO-MCLP for OWPS and
develops a DRL-based method to optimize the location of OWPS.
The proposed approach is compared with traditional algorithms,
such as the Gurobi solver. A comprehensive suitability evaluation
system was established to quantify the influence of various factors
on OWPS siting. The system was developed by analyzing the spatial
distribution of existing wind power stations in Guangdong Province
and incorporating multiple factors, including population density,
GDP, nighttime lights, DEM, wind speed and wind energy, NDVI,
and temperature.

The results of the analysis indicate that, when balancing coverage
and solution time, the optimal performance is achieved with 30
selected locations. A comparative analysis reveals that DRL is
highly efficient in solving large-scale or real-time optimization
problems, particularly in scenarios with strict time constraints.
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Additionally, DRL and Gurobi demonstrate distinct advantages in
coverage and solution time, respectively. Our study not only offers an
effective solution for OWPS siting in Guangdong Province based on
suitability evaluation but also provides valuable insights for similar
projects in other regions, highlighting the potential and effectiveness
of DRL in addressing complex multi-objective location selection
challenges.

In future work, we will focus on further optimizing the algorithm
to improve accuracy, constructing a comprehensive multi-factor
decision model for OWPS siting, and exploring the application
of this approach to the optimization of site selection for other
renewable energy sources. In addition, incorporating policy changes
and market dynamics to develop dynamic, real-time site selection
models will further promote the development of renewable energy
resources.

Input:
Candidate sites S, featurevectors f; foreachie$
Number of stations N
Policy network parameters 6
Discount factor y, learning rate a
Random seed
Output:
Trained policy m, that maps state to site
selection probabilities
7 Initialize policy network parameters 6 randomly
for episode = 1 to M do » M = total training
episodes (e.g., 252)
Set environment state s, « S » All candidate
sites available

4 Initialize empty trajectory list T » To store
(s¢, a¢, ry) tuples
for t = 1 to N do » Select N stations per episode

Encode each site 1 in s;; into embedding e; «
Encoder (f;; 9)
Apply multi-head self-attention on {e;} to
obtain contextualized embeddings E
Compute logits ¢ « Decoder (£, context; 6)
Compute action probabilities p « softmax(¥)
Sample action a; ~ Categorical(p) » Choose
next site index
1 Deploy site a,; update state s; « s;; {a;}
Compute immediate reward r, based on marginal
gains in three objectives

13 Append (s:4, a¢, ry) to T

14  end for r

15 Compute discounted returns G, = Y y*tr, for all
k=t

t in 1.N
Compu‘%e policy gradient:
VgJ(8) = ¥ G:Vglogpg(ails, 1)

17 Upda{g19 — B + a VgJ(8) » Optionally add
entropy bonus

18 end for

19 return m

Algorithm 1. DRL-based OWPS location optimization.
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