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Aiming at the emergency repairs of distribution network, a strategy of expanding
the scope of restoring power supply by using both mobile energy storage (MES)
and the main power supply in the grid as black-start power supply is proposed.
Firstly, the MESmodel, the coupled networkmodel and themathematical model
of the MES power supply network are established. Furthermore, on the basis
of fully considering the constraints of power grid, road network and the logic
of emergency repair task, the work plan of road emergency repair and power
emergency repair is arranged as a whole with the objective of minimizing the
weight of power loss of all load nodes. The simulation results show that the
proposed strategy can significantly improve the power supply situation of the
post-disaster load nodes and alleviate the problem of power shortage during
emergency repair.
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1 Introduction

As a crucial component of new-type power systems, distribution networks are of great
significance for enhancing energy utilization efficiency and grid flexibility. Their enhanced
construction and optimized layout have become key links in achieving “dual carbon”
(carbon peaking and carbon neutrality) goals (Sun L. et al., 2024). However, under the
impact of extreme natural disasters (such as typhoons, earthquakes, floods, etc.), the power
grid infrastructure and road networks within distribution systems are highly susceptible to
widespread damage (Wang et al., 2018). In summary, the problem of post-disaster repair for
distribution networks holds significant research value and application prospects.

However, current research on emergency repair of distribution networks is still in its
initial stages. For fault repair in distribution networks, the research focus of domestic
and international scholars has primarily been on aspects such as repair sequencing, path
selection, and resource allocation (Guo et al., 2023; Zheng et al., 2020; Momen et al.,
2021; Erenoglu et al., 2022; Abdeltawab and Mohamed, 2017; Zhou et al., 2024;
Bian et al., 2020; Kaja et al., 2021; Tan et al., 2019). Among these, Zhang et al. (2008)
proposed a multi-objective repair strategy optimization model based on a hybrid genetic-
topological algorithm, which can effectively address multi-fault power repair scenarios
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in distribution networks. Lu et al. (2011) proposed a multi-team
coordinated repair and power restoration strategy based on a
multi-objective bacterial foraging algorithm; the introduction of
virtual fault points significantly reduced the strategy formulation
time. Tian et al. (2022), from the perspective of emergency repair
resource allocation for distribution networks, proposed a repair
team collaboration mechanism based on the blackboard model.
Furthermore, regarding fault repair in post-disaster scenarios of
distribution networks, Qin et al. (2024) used emergency support
vehicles to supply power to important loads in distribution networks
with distributed generation and established a multi-team repair
strategy optimization model based on multi-agent technology.
Sun Q. et al. (2024) addressing the optimal repair path selection
problem for distribution networks after a disaster, designed an
improved max-min ant colony algorithm to enhance calculation
speed. Elmitwally et al. (2015) and Leite and Mantovani, 2016
simultaneously considered the post-disaster repair and power
supply restoration processes of distribution networks, formulating
a joint optimization model for multi-team coordinated repair
and restoration. In terms of distribution network fault recovery,
Jorge et al. (2014), by analyzing the development trends of
distributed generation, proposed a rapid fault recovery strategy for
distribution networks containing distributed generation. Arif et al.
(2018), by establishing a simplified distribution network model
based on adjacency lists, proposed a rapid fault recovery process for
large-scale power outages in emergency scenarios.

Considering that MES possesses flexible spatio-temporal
transfer capabilities and characteristics of large-scale energy storage,
using mobile power sources for emergency supply is an effective
method for powering off-grid load nodes after a disaster. If the
role of electric vehicles within the distribution network can be
fully leveraged, while considering the particularities of post-disaster
scenarios, it is expected to significantly improve the efficiency of
post-disaster distribution network repair. Therefore, this paper
first refines the proposed road-power coupled network model by
incorporating scenarios of road and power grid damage caused
by disasters. Then, while fully considering constraints such as the
power grid, road network, and repair task logic, and also taking into
account the transmission capacity of both the power grid and the
MES supply network, a reasonable power-road coordinated repair
strategy is designed to achieve maximized power supply restoration
to load nodes.

2 Post-disaster coupled network
model and cellular automaton model
for distribution grids

The hybrid power supply mode of the Weizhou
Island distribution network has two application scenarios,
as shown in Figure 1. One is in the normal operation scenario of
the island’s power system, where both the power grid and a MES
power supply network coexist on the island. These two are coupled
through several interface nodes in the power grid and road network.
These nodes are load nodes within the power grid and also serve
as power source nodes to ensure power balance in the MES power
supply network.The other scenario is in the emergency repair of the
power system after a disaster on the island, where both the power

grid and the road network have suffered damage. In this situation,
for any load node, there is an option to restore power either through
the power grid or the MES power supply network.

2.1 Post-disaster scenario

Taking the damage to Weizhou Island’s power grid and road
network caused by Typhoon Rammasun as an example, the post-
disaster scenario on the island is specifically analyzed and described
as follows (Author Anonymous, 2014):

1) Power Grid. The main transmission line network is the
foundation for transmitting large capacities of electricity. The
collapse of utility poles and disconnection of power lines will
prevent electricity from power plants from being delivered to
the user side in a timely manner. Therefore, the primary task
of transmission network restoration is the reconstruction of
the main grid. After Typhoon Rammasun, Weizhou Island’s
power facilities suffered unprecedented damage. According to
statistics, a total of 773 utility poles collapsed, and all 32 power
supply areas (or distribution substations) were paralyz ed.

2) Road Network. Unlike the power grid, the main impact of
the typhoon on roads was extensive road surface flooding and
traffic obstruction caused by trees uprooted (or broken) by
strong winds along roadsides. After one and a half days of
repair, road traffic was restored.

3) Power Generation. The maximum power supply capacity of
CNOOC (China National Offshore Oil Corporation)Weizhou
Island Terminal Processing Plant is 12 MW. Weizhou Island’s
peak load reaches 11 MW, and the island’s power supply and
demand are basically balanced. However, due to extensive
line damage caused by the typhoon’s passage, transmission
channels were blocked, preventing timely power delivery and
leading to power curtailment (or stranded power/generation
congestion) on the generation side.

4) Users. As Weizhou Island’s power system was completely
paralyzed, the user side experienced a continuous power
outage. All important load nodes on Weizhou Island have
backup diesel generators for emergency power supply, but
due to limited capacity, they can only meet short-term
power demand.

After the disaster, some transmission lines in the distribution
network were damaged, and the power flow in the damaged
transmission lines became 0. Some roads in the road network
were damaged and impassable. The post-disaster coupled network
topology is shown in Figure 2, where red indicates damaged roads
(or transmission lines). Out of 18 roads, 9 were damaged, numbered
3, 4, 5, 6, 10, 11, 12, 15, and 17. Out of 7 transmission lines, 4 were
damaged, numbered 2, 4, 5, and 7. This also caused the power flow
in transmission line 6 to drop to 0, and loads 2, 3, 4, 5, 6, and 7 were
all cut off from power.

The road network contains a total of r roads. Depending on the
damage situation of each road, the time required from the start of
repair to the restoration of traffic on a road is defined as its repair
time. The relationship between the required repair time for r roads,
TRre(r×1), the repair start time TRres(r×1), and the repair completion
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FIGURE 1
Power grid and road network topology under normal operating conditions.

FIGURE 2
Distribution network road-network topology after disaster.

time TRref(r×1) is shown in Equation 1:

TRre(r×1) = TRref(r×1) −TRres(r×1) (1)

Based on node locations, the transmission circuits are divided
into l transmission lines. The fault types in the power grid
include transformer damage, underground cable breaks, damage to
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overhead lines and towers, and line switch failures. Considering
all fault types uniformly, the total time required from the start of
repair of a line until the load nodes connected to it have their
power supply restored is defined as the repair time for that line.
The relationship between the required repair time for l transmission
lines, TLre(l×1), the transmission line repair start time TLres(l×1), and
the repair completion time TLref(l×1) is shown in Equation 2:

TLre(l×1) = TLref(l×1) −TLres(l×1) (2)

A repair time of 0 indicates that the road or transmission line
is undamaged and does not require repair; roads or transmission
lines with a repair time greater than 0 all require repair. All repair
times are finite values. Each road or transmission line requiring
repair corresponds to a repair task. When transmission lines and
roads overlap, if both the road and the transmission line are damaged
simultaneously, the road must be repaired first, followed by the
transmission line.

The varying damage conditions and repair times for different
roads and transmission lines can fully reflect the type and severity
of the disaster. Disasters like typhoons and ice storms typically have
a lesser impact on roads, resulting in few damaged roads and short
repair times, while power grid restoration requires a longer period.
Conversely, disasters such as earthquakes and wars cause significant
damage to both power and road networks. Generally, the higher the
disaster level, the more severe the damage to both the road network
and the power grid.

The dynamic interaction between the power grid and the road
network is the core of coordinated repair, the dynamic interaction
process is shown in Figure 3, and its process is manifested in a three-
stage closed loop:

1) Road repair first: Post-disaster, road damage obstructs the
passage of repair crews and the dispatch routes for MES.
Road repair is the foundation for all subsequent work. Only
when roads are passable can transmission line repair crews
reach fault locations, and MES units can be transferred via the
road network to off-grid load nodes, creating conditions for
subsequent energy dispatch.

2) Dynamic resource release: Road repair triggers a dual resource
release effect. First is the activation of repair resources: repair
crews can travel along repaired roads to reach transmission
fault points and initiate power restoration. Second is the
dispatch of energy resources: MES units are transferred via
the road network to off-grid nodes, constructing a temporary
power supply network and alleviating power shortages for
critical loads.

3) Power supply mode switching: After transmission lines are
repaired, load nodes switch to main grid power supply, and
the MES resources previously occupied are released. These
MES units can then be redispatched to off-grid nodes in
other unrepaired areas, forming a resource circulation support
mechanism. This process maximizes the utilization of limited
MES capacity while reducing the cumulative energy not
supplied due to waiting for power restoration, ultimately
achieving a coordinated optimization of minimizing both
the full network power restoration time and the energy
not supplied.

2.2 Joint restoration model for power
supply based on coupled networks

2.2.1 Post-disaster power supply modes
2.2.1.1 MES power supply network

Available number of MES units and charging piles. At N1 road
nodes, there are a certain number of MES units, and at N2 power
grid nodes, there are a certain number of charging piles.

The initial number of MES units at each road network node is
recorded in Equation 3:

Nr−mes = (nni,nrmesi)N1×1
 i = 1,2,⋯,N1 (3)

where nni is the road network node ID, nrmesi is the number of MES
units at node nni.

During the restoration process, MES units can charge and
discharge at connected network nodes. The number of MES units
at each connected network node is recorded in Equation 4:

Nrg−mes = (nni,nrgmesi)N2 × 2 i = 1,2,⋯,N2 (4)

where nni is the connected network node ID, and nrgmesi is the
number of MES units connected at node nni.

During the restoration process, MES units can supply power to
off-grid load nodes. The number of MES units at each off-grid load
node is recorded in Equation 5:

Nro−mes = (nni,nromesi)(N1−N2)×2
 i = 1,2,⋯,N1 −N2 (5)

where nni is the off-grid load node ID, and nromesi is the number of
MES units connected at node nni.

The adjacency matrix is determined by the actual geographical
locations of the nodes and their connectivity sets. The location and
charge/discharge state ofMES units are determined according to the
model’s evolution rules. MES units can charge/discharge at the load
node of their current location and can also bemoved to neighboring
nodes to charge/discharge. Initially, if a load node is not connected
to any other nodes, it is considered an isolated load node (or a
load node with no neighbors). In this case, MES units within this
node’s area can supply power to the load but cannot interact with the
outside world, and the MES units cannot be recharged. When roads
are restored, the node’s connectivity set is updated, the node can
connect with other nodes, and the MES units regain their transfer
capability.

2.2.1.2 Power grid supply mode
The power source is connected to load nodes via overhead

lines/cables. By repairing transmission lines, load nodes are
reconnected to the power source nodes, and users at these load
nodes can have their power supply restored.The process of repairing
transmission lines is a process of increasing the number of connected
nodes anddecreasing the number of off-grid nodes. According to the
definition of node 1, the first row (or column) of the transmission
line connectivity set CL represents the connectivity set for node 1,
which is shown in Equation 6:

CL1 = (cl1j)1×N j = 1,2,⋯N (6)

The set of power grid nodes that can be supplied via transmission
lines is shown in Equation 7:

Nre−line = (nj) nj ∈ CL1 (7)
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FIGURE 3
Flowchart of the dynamic interaction process between the power grid and the road network.

2.2.2 Task allocation model
Assuming that the efficiency of repair crews is the same, and

fault types are considered equivalent to a single type, there are g road
repair crews to complete x road repair tasks, and h line repair crews
to complete y line repair tasks. Under actual conditions, the number
of repair crews in post-disaster fault scenarios is typically less than
the number of repair tasks; therefore, this chapter only considers the
cases where g < x and h < y.

1) The task allocation functions for road and transmission line
repairs are shown in Equations 8, 9:

RG−X(i1, j1) = {
1,assignfault taskxi torepaircrewGj

0,else
 i1 = 1,2,⋯,x
 j1 = 1,2,⋯,g

(8)

RH−Y(i2, j2) = {
1,assignfault taskyi torepaircrewHj

0,else
  i2 = 1,2,⋯,y
 j2 = 1,2,⋯,h

(9)

2) The overall repair task allocation vector is shown in
Equation 10:

R = [

[

RG−X 0

0 RH−Y

]

](x+y,g+h)
(10)

The overall repair process is divided into t2 time periods. Then,
the real-time task allocation vectors for road repair and transmission
line repair in the k-th time period are RTGk and RTHk, as shown in
Equations 11, 12:

RTGK(i) = j k = 1,2,⋯, t2; i = 1,2,⋯,g; j ∈ [1,x] (11)

RTGK(m) = n k = 1,2,⋯, t2;m = 1,2,⋯,h; j ∈ [1,y] (12)

The overall real-time task allocation vector is shown in
Equation 13:

Rt = [RTG RTH](g+h) (13)

2.3 Introduction to cellular automata

To address the dynamic balancing problem of power supply
for isolated island loads using MES, a cellular automaton model
can be adopted. The area where load nodes are located is
considered as the cellular space. Each load node acts as a cell
with a different load level and is equipped with DG and energy
storage batteries matching the total load of the cell. The power
supply state of a cell is closely related to the spatio-temporal
distribution of MES units within the cellular space. A cellular
automaton consists of numerous cells, and its overall behavior
is an emergent property of the individual evolutionary behaviors
of these cells. These cells hold equal status. The load nodes on
Weizhou Island are numerous, discretely distributed, and have fixed
locations, making them analogous to cellular units. The varying
electricity demands of each load node represent different states
of the cells.

Simultaneously, a model combining Agents with cellular
automata is introduced. The autonomous learning and decision-
making capabilities of Agents enable them to adjust their behavior
according to environmental changes, aligning well with the discrete
and distributed characteristics of cellular automata.The transferable
nature of MES is similar to that of Agents, and their energy levels
and charging/discharging states can serve as the basis for Agent
state transitions. Cellular automata, through the setting of local
rules and constraints, achieve self-organized decentralized control.
This effectively handles the coupled relationships of complex spatio-
temporal data and accelerates the power supply restoration of the
distribution network after a disaster.

2.3.1 Cell indicators
2.3.1.1 Load energy demand

For ease of calculation, the discharge power of MES at the load
is simplified. Assuming the average power of load node j from time
t to t+∆t is Plj(t), then the energy demand of the load node during
this time period ΔELj(t) which is shown in Equation 14:

ΔELj(t) = Plj(t) · Δt (14)

Frontiers in Energy Research 05 frontiersin.org

https://doi.org/10.3389/fenrg.2025.1637505
https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org


Zhang et al. 10.3389/fenrg.2025.1637505

FIGURE 4
Process chart of cell energy change.

2.3.1.2 Energy change due to transfer
The change in cell energy due to the movement of MES units (in

and out) can be expressed as Equation 15:

∆Qj(t) =
Nj

∑
k=1

Ajk

∑
p=1
[E0PSOCp(t) − Ljk] −

Nj

∑
k=1

Akj

∑
p=1
[E0pSOCq(t)] (15)

Where Ajk represents the number of Agents moving from cell
k to cell j in each time interval, Nj represents the number of
neighboring cells of cell j, Ljk represents the energy loss during
the movement of an Agent from cell k to cell j, E0 is the
battery capacity of the MES unit, p and q are the MES unit
IDs, SOCp(t) represents the state of charge of MES p at time t,
respectively.

2.3.1.3 Renewable energy output
Referring to Load EnergyDemand, assuming the average output

power of renewable energy in cell j from time t to t+∆t is Pgj(t),
then the renewable energy generation ∆EGj during this time period
is as shown in Equation 16:

∆EGj(t) = Pgj(t) · ∆t (16)

2.3.1.4 Cell energy
Cell energy is the available energy of a cell at the current

time, including the available capacity of stationary energy storage
(SES) and MES. Cell energy less than or equal to 0 means
that the node has insufficient power at the current moment,
and users experience a power outage. Therefore, cell energy can
reflect the user’s outage situation, including outage duration and
frequency.

As shown in Figure 4, the change in cell energy is mainly
affected by three factors: ① decrease in cell energy due to
load demand; ② energy change due to Agents moving in or
out; ③ increase in cell energy due to renewable energy output.
Therefore, the recursive formula for cell energy Ej can be
expressed as Equation 17 (taking cell j as an example, the same
applies
below):

Ej(t+∆t) = Ej(t) +∆Qj(t) +∆EGj(t) −∆ELj(t) (17)

2.3.1.5 Cell activity
The actual physical meaning of cell activity is the power supply

adequacy of the load node, characterized by the cell’s relative surplus
energy. Cell surplus energy Er is the difference between the sum of
the current energy storage capacity and the renewable energy output
in the next time period, and the load energy demand, when the cell
does not exchange energy with the outside world via MES, which
is shown in Equation 18:

Erj(t) = Ej(t) +∆EGj(t) −∆ELj(t) (18)

To improve the rationality ofMES transfer decisions, referencing
the concept of relative error, the cell relative surplus energy δErj(t) is
defined as the ratio of cell surplus energy to load energy demand,
which is shown in Equation 19:

δErj(t) =
Erj(t)
∆ELj(t)

(19)

2.3.2 MES dispatch method based on cellular
automata

The state update time interval is taken as the maximum of the
travel time and the load sampling time, as shown in Equation 20:

∆t =max{
s1
v
,
s2
v
,⋯,

si
v
,15 min} (20)

where the route segment distance between adjacent cells is denoted
as si, and there are a total of m routes; it is assumed that all Agents
move at a fixed speed v.

The specific rules are as follows:

1) If an Agent’s remaining SOC does not exceed the reserved
energy Estop, it sends a charging request (or power intake
request) to the control center and gradually withdraws from
the power supply network within the next time interval.

2) If an Agent is in a charging state and has reached full charge,
it sends a dispatch request (or power delivery request) to the
control center and gradually withdraws from the power supply
network within the next time interval.

3) If an Agent’s remaining SOC is higher than Estop, and the
energy level of the cell it is in satisfies E ≤ (1+ δ)E (where
Estop represents the average energy level within the cell’s
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neighborhood, and δ represents the buffer threshold, tuned
based on expert experience), then the Agent’s state remains
unchanged.

4) If cell i, where an Agent is located, receives a transfer-out
command from cell j, and its remaining SOC is the lowest
among all Agents in cell i, then in the next time period, it
withdraws from cell i and moves to connect to cell j.

Furthermore, when the activity of a cell in the network drops
below a warning threshold, the control center dispatches a fully
charged Agent to connect to that cell.

3 Objective function and constraints

3.1 Objective function

Considering the more rational utilization of the MES power
supply network for emergency power supply and the impact of the
importance of different load nodes on decision-making, this paper
takes a weighted sum of unserved energy, related to the importance
of each load node, as the optimization objective.

Loads within the network are classified into three levels based
on importance (Liu, 2017):

Level 1 loads are defined as those for which power
outages are absolutely not permissible, such as military bases,
critical communication hubs, major transportation hubs, and
administrative centers.

Level 2 loads are defined as those for which power outages would
cause significant political and economic losses, such as industrial
and commercial loads, communication hubs, transportation hubs,
and important residential loads.

The remaining loads in the distribution network are defined as
Level 3 loads.

Minimizing the sum of the products of the unserved energy at
all load nodes and their respective importance weights allows the
optimization results to be biased by node importance; the higher the
importance of a load node, themore themodel tends to yield a result
with less unserved energy for that node (Lan, 2016). Accordingly, the
objective function is designed as Equation 21:

min F = ∫
N2−1

i=1
ui ·Wloss−i (21)

where ui represents the load priority weight of load node i;Wloss−i is
the actual unserved energy at load node i, equal to the difference
between energy demand and actual energy supplied. The energy
demand of a load node can be calculated from the total grid
restoration time and the load node power. The actual energy
supplied consists of energy supplied by the power grid and energy
supplied by the MES network.

The total grid restoration time T f is equal to the total repair time
of the scheme, i.e., the difference between the latest transmission line
repair completion time and the earliest transmission line repair start
time, as shown in Equation 22:

T f =max{TLrefi} −min{TLresj} i = 1,2,⋯, l (22)

The sum of electricity demand in each time period yields the
total electricity demand WF−i of load node i during the entire

restoration process, as shown in Equation 23:

WF−i =
t2
∑
j=1

PFijTj (23)

where Tj is the duration of time period j, and PFij is the average load
power of node i in time period j.

The number of grid-connected nodes changes dynamically
during the restoration process. First, based on the set of grid nodes
Nre-line supplied by transmission lines, the 0–1 time-period grid
connectivitymatrix LP is obtained,which determineswhether a load
node is connected to the grid, LP is shown in Equation 24:

LP = (lpij)(N2−1)×t2

lpij = {
1 Load node i is grid− connected in period j i = 1,2,⋯,N2 − 1
0 Load node i is off− grid in period j j = 1,2,⋯, t2

(24)

The time-period average grid supply power for load node i is PGi,
which in shown in Equation 25:

PGi = [PGi1PGi2⋯PGit2] (25)

The time-period grid energy supplied to load node i
is shown in Equation 26:

Wgi = (wgij)t2
wgij = lpijPGijTj i = 1,2,⋯,N2 − 1; j = 1,2,⋯, t2

(26)

Then, summing the energy supplied over all time
periods yields the total grid energy supplied to load node i,
as shown in Equation 27:

WG−i =
N2−1

∑
i=1

ui ·Wloss−i (27)

Similarly, the 0–1 time-period MES network supply matrix is
determined, indicating whether load node i is supplied by MES (i
represents the load node number), which is shown in Equation 28:

LM = (lmij)(N2−1)×t2

lmij =
{
{
{

1,Powered by MES in period j i = 1,2,⋯,N2 − 1

0,Not powered by MES in period j j = 1,2,⋯, t2
(28)

The time-period average MES network supply power for load
node i is PMi, which is shown in Equation 29:

PMi = [PMi1 PMi2 ⋯ PMit2] (29)

The time-period MES network energy supplied to load node i
is shown in Equation 30:

Wmi = (wmij)t2
wmij = lmijPMijTj i = 1,2,⋯N2 − 1; j = 1,2,⋯, t2

(30)

Then, summing over all time periods yields the totalMES energy
supplied to load node i, as shown in Equation 31:

WM−i =
t2
∑
j=1

wmij (31)
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FIGURE 5
Solving process for emergency repair of ocean island microgrid based on hybrid power supply mode.

The actual unserved energy (or electricity shortage) for load
node i is shown in Equation 32:

Wloss−i =WF−i − (WG−i +WM−i) (32)

3.2 Constraints

In the road network-power grid coupled network model, three
aspects of constraints need to be considered: power grid constraints,
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FIGURE 6
Topology map of post disaster coupling network in Weizhou Island.

TABLE 1 Load node weight coefficient setting.

Node number Average
power/kW

Weight
coefficient

2 95 0.06

3 140 0.08

4 120 0.13

5 90 0.15

6 145 0.22

7 55 0.07

8 90 0.03

9 115 0.08

road network constraints, and repair task logic constraints.
Among these, power grid constraints include branch power flow
constraints, node voltage constraints (Lu et al., 2011), and charging
pile quantity constraints. Accessibility constraints include repair
transportation accessibility constraints and repair crew capability
constraints. Furthermore, during the operation of MES, its own
constraints also need to be considered.

3.2.1 Power grid constraints

1) Branch power flow constraint. After line repair,
the power transmitted by each transmission line
should satisfy Equation 33:

|Pi| ≤ Pimax (33)

Where Pi is the power flowing through transmission line i, and
Pimax is the maximum power limit of transmission line i.

2) Node voltage constraint. After line repair, the voltage at each
node should satisfy Equation 34:

Umin ≤ U ≤ Umax (34)

Where Umax andUmin are the upper and lower limits of the node
voltage, respectively.

3) Charging pile quantity constraint. Due to the varying number
of charging piles at each node, the number of connected MES
units is limited by the number of charging piles. In the N+1
transfer mode, the number of MES units connected at node nn
should be at least one less than the number of charging piles,
which is shown in Equation 35:

nrgmes(nn) ≤ ncpi(nn) − 1 (35)
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FIGURE 7
Daily load factor of different types of loads. (a) Load level 1. (b) Load
level 2. (c) Load level 3.

3.2.2 Road network constraints
Since repair tools, materials, and personnel need to be

transported by vehicles, the roads or transmission lines to be
repaired must be connectable to the workstation via roads.

FIGURE 8
PV output curve.

TABLE 2 Coupling network parameter settings.

Parameter Value

Power Grid Parameters

Number of Power Grid Nodes 12

Number of Lines 11

Number of Load Nodes 11

Common Node Numbers 4,5,6,7,8,10,11

Coupled Node Numbers 1,2,3,9,12

Road Network Parameters

Number of Road Network
Nodes

16

Number of Roads 30

Common Node Numbers 4,5,6,7,8,10,11

Combining with the road connectivity set, the workstation is located
at the node numbered NWS. Road nodes connected to node NWS are
accessible nodes for the repair crew, i.e., the NWS-th row elements
of the road connectivity set. Based on this, the repair accessibility
matrix is defined as Equation 36:

CRNWSj = (crNWSj)N1
 j = 1,2,⋯,N1 (36)

In the repair accessibility matrix, if an element is “1″, it
means the node corresponding to that column is connected to the
workstation and accessible to the repair crew; otherwise, it is not
connected to the workstation, and the repair crew cannot reach it.

3.2.3 Repair task logic constraints
Some transmission lines are located on roads, or their repair

materials and tools need to be transported to nearby roads. If these
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TABLE 3 The number of MES in each node area.

Node number 1 2 3 4 5 6 7 8 9 10 11 12 Total

Quantity 30 20 15 25 10 25 30 25 20 40 15 15 270

TABLE 4 Time quota for rush rapiars.

Damaged road numbers 3 6 7 8 9 17 21 23 24

Repair Task Numbers X1 X2 X3 X4 X5 X6 X7 X8 X9

Time Quota
/day

0.25 0.75 0.50 0.50 1.00 0.75 0.50 1.50 0.25

TABLE 5 Time quota for rush rapairs of transmission lines.

Damaged transmission line
numbers

2 3 6 7 9

Repair Task Numbers Y1 Y2 Y3 Y4 Y5

Time Quota/day 1.0 2.5 2.0 1.5 2.5

(Time Quota = Time required for repair/Daily rated working hours).

TABLE 6 Time quota for rush rapairs of transmission lines.

Parameter name Value

SES Parameters Storage Capacity (kWh) 10

MES Parameters

Battery Type Ternary Lithium Battery

Storage Capacity (kWh) 40

Driving Efficiency (km/kWh) 0.35

Maximum Output Power (kW) 160

Maximum DC Charging Power
(kW)

60

Fast Charging Time-80%
Capacity (min)

50

nearby roads are damaged, they must be repaired first before the
transmission line repair work can begin. The repair logic matrix
LRorder(i, j) is defined as Equation 37:

LRorder(i, j) = {
1,Line i can be repaired when road j is damaged i = 1,2,⋯, l
0,else j = 1,2,⋯, r

(37)

When an element in the repair logic matrix is “1″, the road
repair corresponding to the column and the transmission line repair
corresponding to the row do not interfere with each other. When an
element is “0″, it indicates a logical dependency between the road
and the transmission line, requiring the road to be repaired before

TABLE 7 Rush repair task allocation table.

Scheme Repair task assignment (repair order from
left to right)

① G1 (X:3-9-7-17–21); G2 (X:8-6-23–24);
H1(Y:2-6-7); H2(Y:3–9)

② G1 (X:3-9-7-17–24); G2 (X:8-6-23–21);
H1(Y:2-6-9); H2(Y:3–7)

③ G1 (X:3-9-6-17–24); G2 (X:8–23-7-21);
H1(Y:2-6-7); H2(Y:3–9)

④ G1 (X:3-9-6-17–24); G2 (X:8–23-7-21);
H1(Y:2-6-9); H2(Y:3–7)

⑤ G1 (X:3-9-6-17–24); G2 (X:8–23-7-21);
H1(Y:2-9-7); H2(Y:3–6)

⑥ G1 (X:3–23-7-17); G2 (X:8-9-6-21–24);
H1(Y:2-9-7); H2(Y:3–6)

⑦ G1 (X:3-8-9-7-21–24); G2 (X:23-6-17);
H1(Y:2-3-7); H2(Y:9–6)

the transmission line. Due to these constraints, unavoidable waiting
times may occur during the repair process.

3.2.4 MES constraints
The SOC at the current time t, SOC(t), can be calculated by

Equation 38 (Jeon et al., 2023):

SOCi(t) =
{{{{
{{{{
{

SOCi(t0) +∫
t0

t

Pcha,iηcha,i
Ebat,i

dt

SOCi(t0) +∫
t0

t

Pdis,iηdis,i
Ebat,i

dt
(38)

Where i is the MES unit number, t0 is the time when the MES
unit arrives at the charging/discharging location, Pcha and Pdis are
the charging and discharging powers, respectively, ηcha and ηdis are
the charging and discharging efficiencies, respectively, and Ebat is the
nominal battery capacity.
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TABLE 8 Rush repair schedule.

Scheme G1 time G1 wait G2 time H1 time H1 wait H2 time H2 wait Total time

① 3.25 0.25 3.00 5.00 0.50 6.50 1.50 6.50

② 3.25 0.25 3.00 6.00 0.50 5.50 1.50 6.00

③ 3.25 0.25 3.00 5.75 1.25 6.50 1.50 6.50

④ 3.25 0.25 3.00 6.75 1.25 5.50 1.50 6.75

⑤ 3.25 0.25 3.00 6.00 1.00 6.00 1.50 6.00

⑥ 3.00 0.25 3.00 5.75 0.75 6.00 1.50 6.00

⑦ 3.00 0.25 3.00 5.75 0.75 6.00 1.50 6.00

TABLE 9 Timesharing of rush repair task.

Task number Start Time/day End Time/day

X3 0.00 0.25

X8 0.00 0.50

Y2 0.50 1.50

X6 0.50 1.25

X9 0.50 1.50

X23 1.25 2.75

Y3 1.50 4.00

X7 1.50 2.00

Y6 1.50 3.50

X17 2.00 2.75

X21 2.75 3.25

X24 2.75 3.00

Y7 3.50 5.00

Y9 4.00 6.50

The SOC at the initial stopping time t0, SOC(t0), equals its
SOC before travel minus the energy consumed during travel by
the MES unit, and then minus the SOC change from previous
charging/discharging actions, as shown in Equation 39:

SOCi(t0) = 1−∫
t0

t

ηEVv
Ebat

dt−∆SOCi (39)

Where ηEV represents the driving efficiency (i.e., energy
consumption per kilometer), and v is the average driving
speed of MES.

Maximum power constraint of MES is shown in Equation 40:

{
{
{

Pcha,i(t) ≤ Pcha,i,max

Pdis,i(t) ≤ Pdis,i,max

(40)

Where Pcha,i(t) and Pdis,i(t) are the charging and discharging
powers ofMESunit i at time t, respectively;Pcha,i,max andPdis,i,max are
the maximum allowable charging and discharging powers of MES
unit i, respectively.

Meanwhile, to avoid damage to the power battery’s cycle life due
to overcharging or overdischarging, the SOC usually needs to be
maintained within a certain range, which is shown in Equation 41:

SOCdown ≤ SOCi(t) ≤ SOCup (41)

Where SOCup and SOCdown are the highest and lowest SOC
thresholds, respectively, that do not cause additional damage to the
power battery’s service life.

Based on the power battery’s discharge lower limit, the available
energy Ei(t) of MES unit i at time t is defined in Equation 42:

Ei(t) = [SOCi(t) − SOCdown]E0i (42)

During the discharging process of the MES, the recursive
formula for the SOC at each time step is shown in Equation 43:

E0iSOCi(t+∆t) = E0iSOCi(t)Pei(t)∆t (43)

Where Δt is the dispatch time interval, E0i is the battery capacity
of MES unit i, and Pei(t) is the discharging power of MES unit i at
time t.

3.3 Solution process

Distribution networks are generally not large, and their grid
structure is simple. Moreover, the repair problem studied in this
chapter only considers the scenario of a single fault point on a single
segment. Therefore, the optimization problem for the repair plan
is not a complex non-convex problem and can be solved using an
enumeration algorithm. However, during the repair process, due to
the adoption of a hybrid power supply mode, the solution process,
including network state updates, is relatively complex and needs to
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FIGURE 9
Network plan of double code time scale for rush repair task (plan①).

be elaborated upon. The solution process is shown in Figure 5, and
the specific steps are as follows:

1) Initialize Network Parameters. This includes power grid
parameters such as distribution network line numbers, power
grid node numbers, transmission line power, and rated load
power; road network parameters such as road network road
numbers and road network node numbers; numbers of
coupled nodes and common nodes; the number of MES units
at each node; the number of charging piles at each node; the
number of two types of repair crews, and the location of the
workstation.

2) Initial Disaster Situation. Determine the damaged
transmission line and road numbers; calculate the power
supply status of each load node in the remaining
network; calculate the number of available MES units at
connected nodes.

3) Repair Task Confirmation. Based on the damage status of the
power grid and road network, and the power supply status
of load nodes, determine the transmission lines and roads
that need repair. Assign the transmission lines and roads
requiring repair as repair tasks, and evaluate the time required
to complete each repair task.

4) Design Repair Plan. Initially set the repair task assignment
vectors, including road repair task assignment vectors and
transmission line repair task assignment vectors. Determine
the piecewise function for repair time. According to the repair
objectives and constraints, the repair plan should follow these
principles:
① Prioritize the restoration of damaged roads that affect

the transportation of repair materials and constrain line
repair work.
② After the aforementioned roads are repaired, prioritize the

restoration of roads required for the transfer of MES units.
③ Prioritize the restoration of damaged transmission lines

that are closer to the power source node (referring to line
distance, not spatial distance).

④ Since the work efficiency of repair crews is the same,
different task assignments at the same time are equivalent;
thus, only one such scheme is considered.
⑤ If it does not affect transmission line repair and MES

movement, different road repair task assignments are
equivalent; thus, only one such scheme is considered.

5) Network State Update. After each repair task is completed, the
system is updated once. The updated data includes:
① Repair tasks completed in the current period and

subsequent work tasks for the repair crews;
② Numbers of repaired transmission lines, connected node

numbers, and numbers of repaired roads;
③ Changes in the quantity, location, and SOC of connected

MES units; input/output power of MES units in the
current period;
④ Average power supply and duration from the grid to each

load node in the current period;
⑤ Node direct connection sets, connectivity sets, and cell

neighbor matrix;
⑥ Combining the cell neighbormatrix and the proposedMES

power supply network evolution rules, record the discharge
power and duration of MES units at each load node.

6) When Network Update Ends, record the numbers of nodes
experiencing outages in each stage; record the duration for
which MES units supply power to each load node; record
the duration for which the power grid supplies power to
each load node.

7) AfterAll Repair TasksAreCompleted, record the time required
for full power restoration to the entire network.

8) Change the Repair Task Assignment Vector Based on the
Enumeration Method. Return to step 5) until all possible
assignment schemes have been enumerated.

9) Calculate the weighted sum of energy not supplied (ENS) for
each scheme, and select the task assignment vector with the
minimum weighted sum of ENS as the optimal repair plan.
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FIGURE 10
(a) Cell energy curve of load node 9 in the mobile energy storage power supply network. (b) Cell energy curve of load node 9 when MES does not
participate in the load node charging and discharging process.

FIGURE 11
Power supply and power loss of each load node (example①).

4 Case study analysis

4.1 Simulation scene

This paper takes the Weizhou Island road network-power
grid scenario as an example to verify the effectiveness of the
proposed repair strategy. The post-disaster coupled network
topology is shown in Figure 6. Among them, the workstation is
located at road node No. 1.

Considering the particularity of the disaster scenario, to allocate
electrical energy more systematically and scientifically, and to
maximize the rational use of limited energy, this section assigns power
to load nodes based on load type and population. The average power
and weight coefficients of the load nodes are shown in Table 1. The
diurnal load factor for different types of loads are shown in Figure 7.
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FIGURE 12
The power loss weight of each scheme.

Each node is equipped with distributed PV of a certain
capacity. The weekly solar irradiance power density variation curve
is shown in Figure 8. It can be seen that the solar irradiance power
density is generally at its maximum around noon each day, and is
typically zero at night (18:00–06:00 the next day).

4.2 Simulation parameter settings

Table 2 lists some parameter values for the coupled network,
including: number of power grid nodes, number of lines, number
of load nodes, and the numbers of power supply nodes and coupled
nodes; number of road network nodes, and number of roads.
Table 3 lists the number of available MES units at each load node.
All MES units are of the same model, with an initial SOC of 0.5.
Tables 4, 5 list the numbers of damaged roads and damaged
lines, respectively, and the planned time quota for each repair
task. The repair start date is Day 0, and the start time is 0:00.
To simplify the case study, in the simulation, a uniform model is
selected for both MES and SES. The specific technical parameters
are shown in Table 6.

4.3 Simulation results analysis

4.3.1 Repair plan design
There are 2 road repair crews (G1, G2) and 2 line repair crews

(H1, H2) on the island. According to the repair constraints and
principles, a total of 7 task assignment schemes were designed. The
task assignment for each scheme is shown in Table 7.

Under each scheme, the construction time, waiting time, and
total time for road repair and line repair are shown in Table 8.
Among these, the total time for each repair crew includes the
construction time for all repair tasks and the necessary waiting
time between repairs due to repair task accessibility constraints
and repair task logic constraints. Under different repair schemes,
due to different repair sequences, the waiting times caused by
repair constraints also differ; therefore, the total planned time for
different schemes also varies. If all repair tasks proceed smoothly

according to plan, the total time is the time required for full
network power restoration. It should be noted that the unit “day”
for repair time represents 12 h of working time. These 12 h can
be divided into four periods: 6:00–9:00, 9:00–12:00, 13:00–16:00,
and 16:00–19:00, with each period representing 0.25 days. However,
when calculating supplied energy and energy not supplied, a day is
still calculated as 24 h.

Taking Scheme① as an example, the start and completion times
for each repair task are listed in Table 9. According to the end times
of each task in the table, the entire repair process under this scheme
is divided into 12 periods. 0 represents the start time, and the end
times (in days) for each period are: 0.25, 0.50, 1.25, 1.50, 2.00, 2.75,
3.00, 3.25, 3.50, 4.00, 5.00, 6.50. The durations (in days) of the 12
periods are: 0.25, 0.25, 0.75, 0.25, 0.50, 0.75, 0.25, 0.25, 0.25, 0.50,
1.00, 1.50.

The time-scaled activity-on-arrow network plan diagram for
Scheme ① is shown in Figure 9. Nodes represent the start or end
time of tasks, the horizontal projection length of solid arrow lines
represents task duration, horizontal wavy lines represent waiting
time, and dashed arrow lines represent logical relationships. As seen
in the figure, the following logical relationships exist among the
repair tasks: before repair task Y2 can begin, repair tasks X3 and X8
must be completed; before repair task Y6 can begin, repair task X6
must be completed; before repair task Y7 can begin, repair task X7
must be completed; before repair task Y9 can begin, repair task X23
must be completed.

4.3.2 Cell energy
Taking load node 9 as an example, when MES does not

participate in the charging and discharging process of the load node,
its energy curve is shown in Figure 10a; in themobile energy storage
power supply network, its energy curve is shown in Figure 9b.

In the case shown in Figure 10a, the cell energy is equal to the
available capacity of the SES. Since the influence of MES is not
considered, the cell energy does not fluctuate frequently and exhibits
a similar trend each day: during the daytime, PV power output is
relatively large, and the available capacity of the SES continuously
accumulates. However, due to the limitation of the SES capacity,
when it accumulates to a certain point, the storage capacity remains
at a fixed value, and the cell energy no longer increases. After the
PV output drops to zero, users rely on the energy stored by the SES
during the daytime for power supply; the cell energy continuously
decreases until it drops to zero at a certain point, after which they
remain in a power outage state. Examining the outage situation for
all 11 load nodes, the average user outage time is 84.4 h, and the
power supply reliability rate is only 49.1%. It can be seen that if the
mobile energy storage power supply network is not adopted, user
power supply reliability will be significantly reduced.

As seen in Figure 10b, the cell energy of each load node oscillates
within a certain range. This is formed under the combined effects
of MES transfer, output fluctuations, and load demand. Although
the cell energy changes frequently, the cell energy of each load
node remains greater than 0 throughout the entire process, and
this conclusion holds for the other nodes as well. Therefore, in the
current scenario, each load node never experiences a power outage,
the average outage time is 0, and the power supply reliability rate
of the MES network can reach 100%. It can be seen that when the
quantity of MES is sufficient, the MES power supply network can
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effectively ensure the power supply reliability of isolated load nodes
post-disaster.

4.3.3 Weighted sum of ENS
Combining the repair plan and power grid constraints, the

grid supply time is calculated. Based on road network constraints,
the operational status of MES units in the MES power supply
network is simulated using Matlab. According to the output results,
the time and output power for MES units supplying each load
node are calculated. The weighted sum of ENS for all load
nodes is calculated. Taking Scheme ① as an example, the grid-
supplied energy, MES network-supplied energy, energy demand,
and actual energy not supplied for each load node are shown
in Figure 11. Figure 12 shows the weighted sum of ENS for each
scheme.

As seen in Figure 11, load nodes 2 and 9 are powered by
the grid throughout the entire repair process and do not require
MES units. Therefore, the MES network-supplied energy at these
nodes is 0, and the actual ENS is also 0. This is because the
transmission lines between these nodes and the grid were not
damaged and were connected to the power source node from the
initial moment. The actual energy supplied to load nodes 3, 4, 5,
6, 7, and 8 consists of grid-supplied energy and MES network-
supplied energy. During off-grid periods, these load nodes are
powered by MES units, but due to limitations in the number of
MES units and road accessibility constraints, not all load node
demands can be fully met. After these load nodes are reconnected
to the grid, they switch to grid power. Load nodes 10, 11, and 12
remain off-grid until full network power restoration, relying solely
on MES units for power throughout the process. If the MES power
supply network were not introduced, load nodes 10, 11, and 12
would remain in a state of power outage, and the ENS for load
nodes 3, 4, 5, 6, 7, and 8 would also significantly increase. This
demonstrates that introducing the MES power supply network can
significantly improve the power supply situation for load nodes
post-disaster.

As seen in Figure 12, under each scheme, the weighted sum
of ENS when using both grid and MES network power supply
modes is much smaller than relying solely on grid power.Therefore,
introducing the MES power supply network plays an important role
in load assurance. Scheme⑥ is the optimal scheme. Without MES
network power supply (relying only on the grid), the weighted sum
of ENS is 8,513 kWh. When both modes are used, the weighted
sum of ENS is only 2,551 kWh, a reduction of 70%. This shows that
after using MES network auxiliary power supply, the weighted sum
of ENS is significantly reduced, effectively alleviating power supply
pressure during the repair period.

5 Conclusion

In summary, this paper, based on the MES model, the
coupled network model, and the MES power supply network
model, establishes model assumptions by considering actual post-
disaster scenarios in distribution networks. After fully considering
constraints related to the power grid, road network, and repair task
logic, the paper proposes utilizing two power supply modes—the
power grid and the MES power supply network—to provide power

support for load nodes during the post-disaster repair period.
Work plans for road repair and power system repair are then
comprehensively arranged with the objective of minimizing the
weighted sum of energy not supplied for all load nodes. The
simulation results demonstrate that the proposed strategy can
significantly improve the power supply situation for load nodes after
a disaster and alleviate the challenge of power shortages during the
repair period.
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